Adaptive higher-order submodular potentials for pulmonary artery-vein segmentation
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Abstract. We propose a novel method of 3D segmentation based on Conditional random field that utilizes higher-order potentials. We introduce higher-order terms into the energy that encourage sets of voxels to be entirely in one segment or the other. The set can for instance be of those voxels on a smooth curve, which we use for segmenting pulmonary vessels that is known to run in an almost straight line. The higher-order terms are of a special kind that can be converted to submodular first-order terms, which can then be minimized globally using graph cuts. We also determine the weight of these terms, or the degree of the aforementioned encouragement, in a principled way by learning from training data with the ground truth. We show the effectiveness of the method in an application to fully-automatic pulmonary artery-vein segmentation in 3D CT images, which is hard as the artery and the vein often entwine each other in the lung. The method is an important step for diagnosis and/or surgery simulation of lung cancer.
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1 Introduction

Lung cancer is the most common cause of cancer-related deaths in the world [1]. However, thanks to the multi-detector CT, which has become common in clinical practice, lung cancers can now be detected in early stages. Then, minimally invasive surgery such as lobectomy or segmentectomy can be performed [2]. This surgery requires a precise knowledge of the anatomy of patient’s pulmonary vessels and bronchi, where pre-surgery simulation and navigation systems have a great clinical importance. These systems in turn require that each organ is segmented in the CT images. Since manual segmentation is too time consuming, fully automatic segmentation of pulmonary artery and vein is the key to such systems.

There are not many methods suitable for segmenting arteries and veins, which is difficult as they often entwine each other in the lung. A preliminary study [3] was reported which utilized an algorithm based on region growing. In [4], a fast-marching algorithm that propagates a front in the direction of minimal cost was used to segment the main pulmonary arteries. Another method [5] combines the fuzzy distance transform and morphologic features. These methods require the user to provide seed
points. A fully automatic approach [6] utilizes the specific anatomical knowledge that a pulmonary artery is often in close proximity of an airway, going in parallel.

In this paper, we propose a novel segmentation method based on the Conditional Random Field (CRF) framework. The method utilizes higher-order submodular potentials which allow modeling complex anatomy such as the pulmonary vessels.

2 Theory and Method

The segmentation problem can be formulated as a voxel-labeling problem. Many conventional methods use the Markov random field model that minimizes the energy function with unary and pairwise terms:

$$E(X) = \sum_{a \in V} \theta_a(x_a) + \sum_{a \in V, b \in N_a} \theta_{ab}(x_a, x_b),$$

where \( X \) is the vector of binary variables \( x \in \{0, 1\} \) indexed by the set \( V \) of voxels, and \( N_a \) is the set of voxels in the neighborhood of voxel \( a \). The functions \( \theta_a \) and \( \theta_{ab} \) give the potential for the binary label \( x_a \) and the label pair \( (x_a, x_b) \), respectively.

2.1 Pseudo-Boolean Functions and Order reduction technique

Pseudo-boolean functions such as (1) can always be written as a polynomial, e.g.,

$$\theta_{ab}(x_a, x_b) = \theta_{ab}(0, 0)(1-x_a)(1-x_b) + \theta_{ab}(0, 1)(1-x_a)x_b + \theta_{ab}(1, 0)x_a(1-x_b) + \theta_{ab}(1, 1)x_ax_b.$$

In this quadratic polynomial form, if all of the weights of the quadratic terms in an energy function are negative, it is submodular and can be globally minimized by the graph-cut algorithm in polynomial time [7]. Otherwise, non-submodular functions can be optimized by the Quadratic Pseudo Boolean Optimization (QPBO) algorithm [8].

Recent advancements enable us to utilize higher-order energy functions, which contain, in the polynomial form, terms of higher degree than two. According to [9], a higher-order pseudo-boolean function can be transformed into an equivalent first-order (quadratic) function by adding auxiliary variables. Then the original problem can be solved by minimizing the transformed function by conventional algorithms such as graph cuts or QPBO.

Submodular energy functions have great advantages since they can always be minimized globally in polynomial time using graph cuts. Thus, higher-order functions that are converted to submodular quadratic functions are of special interest. Two such cases are known [9, 10]:

$$-x_1x_2...x_n = \min_{z \in \{0, 1\}} z(x_1 + x_2 + ... + x_n - (n-1)), \quad (2)$$

$$-(1-x_1)(1-x_2)...(1-x_n) = \min_{z \in \{0, 1\}} z(x_1 + x_2 + ... + x_n - 1), \quad (3)$$
where \( z \in \{0, 1\} \) is the auxiliary variable and \( n \) is the degree of the function. Note that the RHS of the transformations are submodular functions (i.e., those with which the coefficients of all quadratic terms are negative) inside a minimization. Adding the higher-degree terms on the left hand side to a minimization problem is equivalent to adding the quadratic terms on the right hand side and adding the auxiliary variable \( z \) to the set of variables over which to minimize. In terms of graph-cut construction, they correspond to the graphs illustrated in Fig. 1. Note that these transformations are called the \( P^n \)-Potts model in [10].

2.2 Adaptively-selected Potts potential

We introduce a novel use of higher-order submodular functions, which we call the adaptively-selected Potts potentials, in segmentation. The idea is to add the higher-order terms of the form (2) and (3) to encourage all of the \( n \) variables in the term to have the same value (0 or 1). For instance, both sides in equation (2) are \(-1\) if and only if all the variables \( x_1, \ldots, x_n \) are 1, and 0 otherwise. By choosing the variables (i.e., voxels) to include in such higher terms, we can encourage specific configurations of many variables, while keeping the energy submodular. In other words, we can determine how much the voxel set is prone to being in the same segment. For instance, we can encourage voxels forming a curve with low total curvature to be in the same segment as follows. Consider a segmentation problem of separating the artery and vein branches in Fig. 2, which is difficult using a first-order energy (1) as the two vessels are in contact at the middle. Since the pulmonary vessels are known to run in an almost straight line in the lung, we can encourage the set (a) of voxels on a straight line more than (b) that forms a right angle by adding a term of the form (2) or (3) or both to the energy, with the variables corresponding to the voxels in (a). Of course, we can also control how much we encourage this by multiplying the term by a positive number of varying magnitude. Note we can have any number of voxels in the set, though in the example there are only three.
The crucial aspect of the method is that we choose which set of voxels to add in a principled way, adapting to the given data. We illustrate this process in the case of the segmentation problem of pulmonary artery and vein in the following sections.

3 Pulmonary artery-vein segmentation

We present a fully-automatic segmentation method from chest CT Angiography data to evaluate the proposed method. The CTA data was acquired after injecting contrast agents into patients. Therefore, the contrast of arteries and veins had been enhanced from their roots to the peripheral branches. The segmentation method consists of the three steps: root position detection, vessel region extraction, and artery-vein segmentation. Schematic images of the steps are shown in Fig. 3.

Root position detection. The root positions correspond to the pulmonary artery trunk and the left atrium of the heart. These are detected by landmark detectors [11]. Two types of appearances on axial images were learned from training data by using a machine learning method [12].

Vessel region extraction. The vessel regions are segmented by the conventional graph-cut method which utilizes unary and pairwise potential [7]. Pulmonary vessels have different characteristics in the mediastinum and the lung. The thick vessels in the mediastinum are extracted as continuously extending regions from the detected root positions. To do this, foreground seeds (unary terms) are set around voxels where the roots are detected. Background seeds are given to voxels having lower intensity than the root positions, and are also given at the bronchus wall regions extracted by the bronchus extraction method in [13]. Because bronchi are often in contact with pulmonary vessel trunks, these regions need to be removed from the vessel region. The pairwise terms smooth the labeling depending on the gradient values of the image. While the vessels having tubular appearances in the lung are detected by the multi-scale vessel detector [14] based on machine learning. The detected candidates are provided as foreground seeds to the graph-cut method. The background seeds and the pairwise terms are set in a similar way. Finally, binary segmentation of the vessels is obtained.

![Fig. 3. Schematic images of the pulmonary artery-vein segmentation method. The method consists of the three steps: (a) root position detection, (b) vessel region extraction, and (c) artery-vein segmentation.](image-url)
Artery-vein separation. Given the root positions and the vessel regions, the third step separates the vessel regions into pulmonary artery (PA) and pulmonary vein (PV). The energy function consists of unary, pairwise, and the higher-order terms:

\[
E(X) = \sum_{a \in C} \theta_a(x_a) + \sum_{a \in C, b \in N_a} \theta_{ab}(x_a, x_b) + \sum_{c \in C} \theta_c(X_c),
\]

where \( c \) is the clique (the set of voxels) for adaptively-selected Potts potential \( \theta(X_c) \), which is of the form \(-w_c \prod_{a \in c} x_a\) or \(-w_c \prod_{a \in c} (1-x_a)\) (corresponding to (2) or (3)) with positive weight \( w_c \). \( C \) is the set of cliques and \( X_c \) stands for the set \( \{x_a | a \in c\} \) of variables. The unary terms are set around the root positions to force the voxels there to be labeled appropriately. The pairwise terms smooth the labeling to different degrees depending on the gradient values of the image and the plateness measure calculated by Hessian analysis [15] to emphasize boundaries where the artery and the vein are in contact. These weights were determined heuristically.

3.1 Implementation details of the adaptively-selected Potts potential

In this section, we describe how the set \( C \) of cliques in (4) and the weight \( w_c \) for each higher-order term \( \theta(X_c) \) are determined in a principled way in the case of the pulmonary artery-vein segmentation problem. Notwithstanding the strong tendency of the pulmonary vessels to run straight, they of course do not always run in a completely straight line; they sometimes curve or branch. To allow for such flexibility, we encourage sets of voxels according to the curvature of the curve segment they form.

First, to choose the curve segments, we utilize a shortest path algorithm. At each voxel position, a shortest path tree is constructed from the local region, which covers 15 voxel lengths in diameter, with the 26-voxel neighborhood topology. Each edge is given a weight depending on voxel intensities. Then the minimum cost path of about 15 voxel length is selected from the tree. The chosen path is a clique \( c \) in (4) and the degree of the higher-order potential \( \theta(X_c) \) is the number of the voxels therein. Thus, one higher order term per voxel is added by finding the best segment. Here, the length of the path should be larger than the diameter of the vessel so that we can estimate the direction of the vessel.

Next, we set the weight \( w_c \) for the higher-order potential, determining how much we encourage the curve segment to be entirely in one of the segments (artery or vein). Here, we consider only two cases: all labels are the same or not, whether it is artery or vein, because there are little difference between their appearances. This corresponds to giving the same weight for the terms in eq. (2) and (3). The probabilities of the two cases are learned from the reference segmentation data that was manually prepared. For each path, several features are calculated from the voxel set: the features include the length of the path, the straight-line distance between the two endpoints, the total curvature along the path, the maximum curvature on the path, the maximum intensity derivative, and the variance of the intensity derivative. (Fig. 4 illustrates two examples of the selected paths. Comparing Fig. 4 (a) with (b), the straight-line distance
between the two endpoints in (a) is larger than in (b), and the total curvature along the path in (b) is larger than in (a). Then, for each of the two cases (all the voxels on the path have the same label or not), the histogram for the feature values are generated and the log likelihood ratio of their probabilities: \(-\log(\Pr(\text{not all same}) / \Pr(\text{all same}))\) is learned. To learn the likelihood ratio from the limited number of samples, the feature vectors were projected to one dimension using Linear Discriminant Analysis before learning. Fig. 5 shows the graph of the learned log likelihood ratio for the projected feature value. The likelihood value corresponding to the feature value for given data is directly used as the weight of the adaptively-selected Potts potential. Note that the weight \(-w_c\) of the energy is clipped to zero when it is positive in order to keep the potential submodular.

Snapshots of selected segments for the adaptively-selected Potts potentials are shown in Fig. 6. Each segment is drawn in green through the selected voxels. The brightness indicates the likelihood: the higher the likelihood of the segment is, the brighter it is drawn.

### 3.2 Experimental Validation

For validation, we used ten chest CT Angiography images that were not used for learning. Ground truth data were prepared for these images by manually labeling the artery and vein regions. Note that the ground truth data was established only for ves-
sels with CT values more than -200 HU in the lungs. Even under this condition, we think this ground truth data is sufficient to validate artery-vein separation, since it covers most important vessels except for peripheral branches which are not often in contact with other vessels. The artery and vein centerlines were generated by thinning operation of the labeled regions. Classification accuracies were calculated as the percentages of the length that the vessel in the ground truth was correctly classified in the segmentation results. Miss-extraction rates were also calculated as the percentages of the vessel that was not segmented as artery or vein.

We compared the extraction results obtained by the energy functions with and without the adaptively-selected Potts potential. All steps were executed automatically without any user interaction. To summarize the evaluation results, the average rates of correct classification were 90.7% in the case with the adaptively-selected Potts potential, and 77.5% in the case without. The average miss-extraction rate which was common between both methods was 3.3%. The box plot of the results is shown in Fig. 7. Fig. 8 is an example of the case that a major difference was seen between the two methods. The method without the adaptively-selected Potts potential generated a large misclassified region, as it used only the pairwise term as a typical conventional method does. Such a method tends to fail to separate regions that are in contact over a large area or with an unclear boundary (Fig. 8 (c)). The case where even the method without the adaptively-selected Potts potential achieved a high rate of correct classification is shown in Fig. 9. In this case, the difference of intensity values between the artery and the vein were comparably higher due to the timing of the injection of the contrast agents (Fig. 9 (c)). However, the method with the adaptively-selected Potts potential obtained a higher rate, correctly classifying more vessels around the peripheral.

In this experiment, we assumed that there was no difference in appearance between the artery and the vein. However, it is known that an artery often goes along an airway [6]. It is an interesting future line of research to consider different weights of the adaptively-selected Potts potential for the artery and the vein depending on the proximity to the airways. More generally, using the adaptively-selected Potts potential for other shapes such as plate-like or arc-like structures is likely to improve the segmentation accuracy of other kinds of objects.

Fig. 7. Plots of correct classification rates comparing methods with and without the adaptively-selected Potts potential
4 Conclusion

We proposed a novel segmentation method that utilizes higher-order submodular functions which allow modeling complex anatomy such as the pulmonary vessels. The higher-order terms encourage sets of voxels to be entirely in one segment or the other, and the energy with them is still submodular so that it can be globally minimized. The degree of encouragement is learned from example data with the ground truth. Experimental validation of the proposed method for pulmonary artery-vein segmentation showed a clear efficacy of this method. We consider this method applicable to various other segmentation problems.
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Fig. 8. The segmentation results of the case that the artery and the vein are in contact over a large area and with an unclear boundary. (a) was obtained from the method with adaptively-selected Potts potential, and (b) the method without. The red and blue regions represent artery and vein, respectively. The yellow represents misclassified regions. (c) is a coronal image around the pulmonary hilum.

Fig. 9. The segmentation results of the case that the difference of intensity values between the artery and the vein were comparably higher. (a) was obtained from the method with adaptively-selected Potts potential, and (b) the method without. The red and blue regions represent artery and vein, respectively. The yellow represents misclassified regions. (c) is a coronal image around the pulmonary hilum.