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Abstract. We prove the existence and uniqueness of the viscosity solution of an integro-differential equa-5
tion (IDE) arising in the pricing of American-style multi-asset options in a multivariate Ornstein-6
Uhlenbeck-type stochastic volatility model. We prove an extended version of the maximum principle7
of Crandall and Ishii [Differential Integral Equations 3 (1990)], and use it to prove the comparison8
theorem.9
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1. Introduction. Option prices can often be characterized as the solutions of an associated13

partial differential equation (PDE). Black and Scholes [9] model the stock price as a geometric14

Brownian motion and relate the price of a European-style option to a parabolic PDE with15

constant coefficients. One common extension of this model that has been proposed in the16

literature is to make the volatility of the stock price a stochastic process. In the continuous17

case, one can consider a stochastic volatility of the form:18

dSt
St

=
√
YtdB

1
t19

dYt = β(Yt)dt+ η(Yt)dB
2
t ,2021

where S is the stock price, and B1 and B2 are two correlated Brownian motions. For instance,
Heston [18] proposes to take η as the square-root function, whereas Hull and White [19] take
η of the form η(y) = ξy, ξ > 0. The (discounted) option price u can then be shown to be a
solution to a PDE of the form
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∂2u

∂x∂y
− 1

2
η(y)2

∂2u

∂y2
= 0,

with ρ the correlation coefficient between the two Brownian motions, and x the log of S. The22

existence and uniqueness of solutions to this PDE do not follow from classical theory which23

typically assumes stronger regularity of the coefficients. Ekström, and Tysk [14] give weaker24

conditions on the coefficients of the associated stochastic differential equations and boundary25

conditions of the PDE that insure that the option price is the unique solution of the associated26
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2 HITOSHI ISHII AND ALEXANDRE ROCH

PDE. Heath and Schweizer [17] provide other sufficient conditions to a more general class of27

PDEs used in financial modelling that go beyond standard PDE results.28

In their seminal paper, Barndorff-Nielsen and Shephard [5] introduced continuous-time29

non-Gaussian Ornstein-Uhlenbeck-type processes to model stochastic volatility with jumps.30

The model is now widely used in financial mathematics due to its ability to capture stylized31

features of financial time series such as heavy-tailed distribution, long-range dependence and32

negative correlation between volatility and asset prices. In this paper, we study the existence33

and uniqueness of viscosity solutions of an integro-differential equation arising in the pricing34

of options in a multivariate version of this model.35

The stochastic volatility model of Barndorff-Nielsen and Shephard [5] has been extensively36

studied in the literature. Benth et al. [8] solve a classical portfolio optimization problem in this37

setting with the use of the Hamilton-Jacobi-Bellman differential equation associated to this38

control problem. Nicolato and Vernados [26] obtain probabilistic representations of European-39

type option prices with structure preserving martingale measures. Benth et al. [7] use these40

non-Gaussian Ornstein-Uhlenbeck-type processes to model electricity prices and provide op-41

tion pricing formulas based on Fourier transforms. Pigorsch and Stelzer [29], [30] provide a42

multivariate extension of the non-Gaussian Ornstein-Uhlenbeck-type volatility processes of43

[5]. Muhle-Karbe et al. [25] use Fourier methods to compute prices of multi-asset options in44

this multivariate extension with leverage. We revisit this option pricing problem for the case45

of American-style multi-asset options in this multivariate stochastic volatility setting from46

the perspective of viscosity solutions of integro-differential equations. Viscosity solutions have47

been used extensively in the mathematical finance literature and allow the use of numerical48

methods to compute prices and solutions to control problems in many financial models. In49

the option pricing case, notable early uses of viscosity solutions include the nonlinear Black-50

Scholes equation of Barles and Soner [3], and the utility indifference equations of Davis et al.51

[13] that both arise in markets with transaction costs. Cont and Voltchkova [10] provide a52

rigorous treatment of the existence and uniqueness of viscosity solutions of the option pricing53

integro-differential equations in exponential Lévy models.54

On a filtered probability space (Ω,F , (Ft)t≥0,P) is defined a d-dimensional Brownian55

motion B and an S+d -valued Lévy process Z, independent of B, with Lévy measure ν taking56

values in S+d \{0}. The Lévy process Z satisfies Zt−Zs ∈ S+d , for all 0 ≤ s < t. It is commonly57

referred to as a matrix subordinator and satisfies
∫
S+d

(||z|| ∧ 1)ν(dz) < ∞ (cf. [4, Proposition58

3.1]). The multivariate non-Gaussian Ornstein-Uhlenbeck-type volatility model ([6], [29], [30])59

is defined as follows. Consider d risky assets for which the discounted prices are given under60

a structure preserving risk-neutral measure (cf. [26]) by the following stochastic processes:61

dSit
Sit

=
d∑
j=1

rij(Yt)dB
j
t62

dYt = (AYt + YtA
∗)dt+ dZt,(1.1)6364

in which r : S+d → Md(R) satisfies r(y)r(y)∗ = y for all y ∈ S+d . Here, Md(R) denotes65

the set of d × d real matrices and S+d is the set of positive semi-definite d × d matrices.66

Different factorizations r are possible, but [6, Proposition 2.2] shows that it does not affect67
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VISCOSITY SOLUTION OF AN IDE FOR OPTION PRICING 3

the distribution of (S, Y ). We take r(y) as the square-root of y, i.e. the unique symmetric68

positive semi-definite matrix that satisfies r(y)2 = y. We refer to Y as the variance process.69

It satisfies Yt ∈ S+d for all t ≥ 0.70

We further assume that for some constant λ > 1, the measure ν satisfies71

(1.2)

∫
S+d

(||z||+ ||z||λ)ν(dz) <∞.72

As noted above, the integrability of the function ||z|| is not really an assumption since the73

process Z is a subordinator. According to [4, Lemma 3.1], the process Z has the following74

representation in terms of its associated Poisson random measure N :75

dZt = b0dt+

∫
S+d
zN(dt, dz)76

77

in which b0 ∈ S+d . Due to (1.2), dZt =
(
b0 +

∫
S+d
zν(dz)

)
dt+

∫
S+d
zÑ(dt, dz) with Ñ(dt, dz) =

N(dt, dz) − ν(dz)dt, the compensated jump martingale measure of N . Consider the change
of variable Xi

t = log(Sit). Then,

dXi
t =

d∑
j=1

rij(Yt)dB
j
t − 1

2Y
ii
t dt (i ≤ d).

In the vectorial notation, this can be written as78

(1.3) dXt = r(Yt)dBt − 1
2π(Yt)dt,79

where π(Y ) denotes the d-dimensional vector (Y 11
t , . . . , Y dd

t ).80

We consider a general American-style derivative product on multiple assets with payoff
function h : Rd → R and maturity T . For example, the payoff of an index put option is of the
form

h(x) = max{K −
∑
i

wi exp(xi), 0},

for some K,wi > 0, i ≤ d. In probabilistic terms, for each initial state (x, y), the price of the81

option is given by the following stopping time problem:82

(1.4) sup
τ∈TT

Eh(Xx,y
τ , Y y

τ , τ).83

In the above expression, TT is the set of stopping times τ with value less or equal to T , Y y is84

the process given by (1.1) with Y y
0 = y and Xx,y is the process defined by (1.3) with Xx,y

0 = x85

and h is a general payoff function on Rd × S+d × [0, T ].86

Let QT = Rd × S+d × [0, T ), and QT = Rd × S+d × [0, T ], the closure of QT . Until the87

end of section 6, we are mostly concerned with the case where h is a bounded and Lipschitz88

continuous function on QT and, in the last section, we generalize our results to the case where89

h is a continuous function on QT having a polynomial growth1.90

1Although, the polynomial growth assumption on h excludes the case of call options, it is well known
that for non-dividend paying assets, American call option prices are equal to their European counterpart. For
practical purposes, we can therefore approximate u0 arbitrarily well by a sequence of functions which are unique
solutions of the IDE continuous function on QT .
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4 HITOSHI ISHII AND ALEXANDRE ROCH

To investigate this problem, we introduce the value function u0 on QT :91

(1.5) u0(x, y, t) = sup
τ∈TT−t

Eh(Xx,y
τ , Y y

τ , t+ τ) for (x, y, t) ∈ QT−t,92

where TT−t is the set of all stopping times τ such that 0 ≤ τ ≤ T − t.93

Our goal is to show that the following integro-differential equation has a unique viscosity94

solution given by u0, the price of the option of (1.5):95

(1.6) min {Mu, u− h} = 0 on QT96

with terminal condition u(x, y, T ) = h(x, y, T ) for (x, y) ∈ Rd × S+d . In the above equation,

Mφ := − ∂

∂t
φ− Lφ− Jφ,

and the operators L and J are given by97

Lφ(x, y, t) = 1
2〈y,D

2
xφ(x, y, t)〉− 1

2〈π(y), Dxφ(x, y, t)〉+ 〈Ay + yA∗ + b0, Dyφ(x, y, t)〉,98

Jφ(x, y, t) =

∫
S+d

(φ(x, y + z, t)− φ(x, y, t)) ν(dz).99

100

In terms of PDE theory, (1.6) is a kind of obstacle problem with obstacle h.101

We are concerned with viscosity solutions of (1.6) on QT having at most a polynomial
growth of order κ ≥ 0, that is, functions f : QT → R satisfying

sup
(x,y,t)∈QT

|f(x, y, t)|
(1 + |x|+ ||y||)κ

<∞.

The space of such functions f is denoted by Vκ. With a slight abuse of notation, we sometimes102

write f ∈ Vκ for f : QT → R if its restriction to QT is in Vκ.103

The main mathematical difficulty is the comparison principle. In the univariate case, Roch104

[31] showed the uniqueness of the solution under the additional assumption that u(x, 0, t) =105

h(x). However, this is generally a restrictive condition, and it is not satisfied in most finan-106

cial applications. Pham [28] obtains a comparison principle for a related integro-differential107

equation of a stochastic control problem in which the second-order coefficient is of the form108

σ(x, t;α)σ(x, t;α)∗ with σ globally Lipschitz in x. The lack of this Lipschitz condition, as a109

function of (x, y), in the present case makes the problem more challenging mathematically. In110

particular, to give a rigorous proof of the comparison principle we present a straightforward111

extension of the maximum principle for semicontinuous functions of Crandall and Ishii [11].112

There have already been substantial contributions (see [22, 2] among others) to the maximum113

principle for semicontinuous functions, which can be applied to integro-differential equations.114

As mentioned above, the main difficulty in the proof of the comparison theorem comes115

from the lack of the standard Lipschitz condition on the coefficient y of the second-order116

term in the PDE (the first term of operator L). Precisely, the coefficient y is factorized as117

y = (
√
y)2 and

√
y is not Lipschitz continuous on S+d . To deal with this difficulty, we make a118
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VISCOSITY SOLUTION OF AN IDE FOR OPTION PRICING 5

clear distinction of the two variables x and y and take advantage of the form 〈y,D2
xu〉 of the119

second-order term, where the coefficient y does not depend on x.120

In section 2 and section 3, we prove that u0 is a continuous viscosity solution of (1.6). In121

section 4, we present a new version of the maximum principle, and in section 5 the solution122

is shown to be unique by proving the comparison principle for viscosity solutions of (1.6).123

Throughout the paper, we adopt the following notation. For A,B ∈Md(R), A∗ denotes the124

transpose of A, Tr(A) is the trace of A, 〈A,B〉 = Tr(AB∗) is the inner product, ||A|| =
√
〈A,A〉125

is the associated norm and |A| = maxξ∈Rd,|ξ|=1〈Aξ, ξ〉 is the operator norm. A remark is that if126

A ∈ Sd and µi, i = 1, . . . , d, are the eigenvalues of A, then ||A|| =
√∑

i µ
2
i and |A| = maxi |µi|.127

Hence, |A| ≤ ||A|| ≤
√
d|A| for A ∈ Sd. For vectors x, y ∈ Rd, 〈x, y〉 = x∗y. USC(U) and128

LSC(U) denote the sets of upper semicontinuous and lower semicontinuous functions on a set129

U.130

2. Continuity of the solution. We begin with the continuity of the function u0. For this,131

we need the following lemma.132

Lemma 2.1. Let (x, y) ∈ Rd×S+d and τ, τ ′ ∈ TT such that τ ≤ τ ′ ≤ τ + ε for some constant133

ε > 0. There exists a constant C > 0, independent of x, y, τ, τ ′, ε, such that134

E sup
0≤s≤T

||Y y
s ||λ ≤ C(1 + ||y||)λ,135

E sup
0≤s≤T

|Xx,y
s |λ ≤ C(1 + |x|+ ||y||)λ,136

E sup
τ≤s≤τ ′

||Y y
s − Y y

τ ||λ ≤ C(1 + ||y||)λ ε,137

E sup
τ≤s≤τ ′

|Xx,y
s −Xx,y

τ | ≤ C(1 + ||y||)
√
ε.138

139

Proof. In this proof, C is a positive constant that changes from line to line, but only140

depends on T , λ, ν, ||A||, b0 and d.141

Since ZT − Zs ∈ S+d , we deduce that |ZT | ≥ |Zs| and hence
√
d||ZT || ≥ ||Zs|| for all142

0 ≤ s ≤ T . Indeed, we have for any unit vector ξ ∈ Rd,143

〈ZT ξ, ξ〉 = 〈Zsξ, ξ〉+ 〈(ZT − Zs)ξ, ξ〉 ≥ 〈Zsξ, ξ〉,144

which yields the above inequality. By [32, Theorem 25.3], we have E ||ZT ||λ ≤ C for some145

constant C > 0 and hence,146

(2.1) E sup
0≤s≤T

||Zs||λ ≤ C for any 0 ≤ s ≤ T.147

We know from (1.1) that for any τ ≤ s ≤ T ,148

Y y
s − Y y

τ =

∫ s

τ
(AY y

u + Y y
u A
∗)du+ Zs − Zτ

=

∫ s

τ
(A(Y y

u − Y y
τ ) + (Y y

u − Y y
τ )A∗)du+ (s− τ)(AY y

τ + Y y
τ A
∗) + Zs − Zτ ,

149
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6 HITOSHI ISHII AND ALEXANDRE ROCH

and moreover,150

||Y y
s − Y y

τ ||λ ≤ C

(
||Y y
τ ||λ + sup

τ≤t≤T
||Zt − Zτ ||λ +

∫ s

τ
||Y y
u − Y y

τ ||λdu

)
.151

By Gronwall’s inequality,152

(2.2) ||Y y
s − Y y

τ ||λ ≤ C(||Y y
τ ||λ + sup

τ≤t≤T
||Zt − Zτ ||λ)(s− τ) for all τ ≤ s ≤ T,153

which, with choice τ = 0 and (2.1), implies154

E sup
0≤s≤T

||Y y
s ||λ ≤ C(1 + ||y||)λ.155

Hence, from (2.2),156

E sup
τ≤s≤τ ′

||Y y
s − Y y

τ ||λ ≤ C(1 + ||y||)λε.157

Now, by Burkholder’s inequality,158

E sup
0≤s≤T

|Xx,y
s |λ ≤ C

(
|x|λ + E sup

0≤s≤T

∣∣∣∣∫ s

0
π(Y y

u )du

∣∣∣∣λ + E sup
0≤s≤T

∣∣∣∣∫ s

0
r(Y y

u )dBu

∣∣∣∣λ
)

= C

(
|x|λ + E

(∫ T

0
|π(Y y

u )|du
)λ

+ E

(∫ T

0
TrY y

u du

)λ/2)

≤ C

(
1 + |x|λ + E

(∫ T

0
||Y y
u ||du

)λ)

≤ C

(
1 + |x|λ + E sup

0≤s≤T
||Y y
s ||λ
)
≤ C(1 + |x|+ ||y||)λ.

159

Next, observe that160

E sup
τ≤s≤τ ′

|Xx,y
s −Xx,y

τ | ≤ 1
2E sup

τ≤s≤τ ′

∣∣∣∣∫ s

τ
π(Y y

u )du

∣∣∣∣+ E sup
τ≤s≤τ ′

∣∣∣∣∫ s

τ
r(Y y

u )dBu

∣∣∣∣161

≤ CE

∣∣∣∣∣
∫ τ ′

τ
||Y y
u ||du

∣∣∣∣∣+ CE

√∫ τ ′

τ
Tr(Y y

u )du162

163

also by Burkholder’s inequality. Consequently,164

E sup
τ≤s≤τ ′

|Xx,y
s −Xx,y

τ | ≤ CE sup
τ≤s≤τ ′

||Y y
s ||(τ ′ − τ) + C

√
E(τ ′ − τ) sup

τ≤u≤τ ′
||Y y
u ||165

≤ C(1 + ||y||)
√
ε.166167

Proposition 2.2. Assume that the function h is bounded and Lipschitz continuous on QT .168

The value function u0 of (1.4) is continuous on QT , belongs to V0 and the terminal condition169

u0(x, y, T ) = h(x, y, T ) is satisfied. Furthermore, u0 ≥ h on QT .170
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Proof. We start by noting that, by definition (1.4), u0 is bounded on QT , that is, u0 ∈ V0,171

that u0(x, y, T ) = h(x, y, T ) is satisfied and that u0 ≥ h on QT . Next, we show the continuity172

of u0 with respect to (x, y), uniformly in t. Joint continuity will then follow once it is shown173

that u0(x, y, t
′)→ u0(x, y, t) as t′ → t, for all (x, y).174

Let x, x′ ∈ Rd, y, y′ ∈ S+d , ∆x := x′−x, ∆y := y′−y and My,y′

t :=
∫ t
0 (r(Y y′

s )− r(Y y
s ))dBs,175

so that176

Y y′

t − Y
y
t = ∆y +

∫ t

0

(
A(Y y′

s − Y y
s ) + (Y y′

s − Y y
s )A∗

)
ds,177

Xx′,y′

t −Xx,y
t = ∆x− 1

2

∫ t

0
π(Y y′

s − Y y
s )ds+My,y′

t .178
179

The former yields together with Gronwall’s inequality180

||Y y′

t − Y
y
t || ≤ C||∆y||181

for some constant C > 0. It is well-known (see e.g. [33, Eq. (3.2)]) that ||r(y1) − r(y2)||2 ≤182 √
d||y1 − y2|| for all y1, y2 ∈ S+d . Therefore,183

E|My,y′
τ |2 ≤ E

(∫ T

0
||r(Y y′

s )− r(Y y
s )||2ds

)
≤ CE

(∫ T

0
||Y y′
s − Y y

s ||ds
)
≤ C||∆y||.184

From the Lipschitz condition of h, we find that185 ∣∣u0(x′, y′, t)− u0(x, y, t)∣∣ ≤ C sup
τ∈TT−t

E
(
|Xx′,y′

τ −Xx,y
τ |+ ||Y y′

τ − Y y
τ ||
)

186

≤ C
(
|∆x|+ ||∆y||+ sup

τ∈TT−t

E|My,y′
τ |

)
187

≤ C(|∆x|+ ||∆y||+
√
||∆y||).188189

We now show continuity with respect to time for fixed (x, y). Let 0 ≤ t ≤ t′ ≤ T . Take190

τ ∈ TT−t and define τ ′ = τ ∧ (T − t′). Then, note that τ ′ ∈ TT−t′ and τ ′ ≤ τ ≤ τ + t′ − t, and191

compute192

Eh(Xx,y
τ , Y y

τ , t+ τ) = Eh(Xx,y
τ ′ , Y

y
τ ′ , t
′ + τ ′) + E

(
h(Xx,y

τ , Y y
τ , t+ τ)− h(Xx,y

τ ′ , Y
y
τ ′ , t
′ + τ ′)

)
193

≤ u0(x, y, t′) + E
∣∣h(Xx,y

τ , Y y
τ , t+ τ)− h(Xx,y

τ ′ , Y
y
τ ′ , t
′ + τ ′)

∣∣194

≤ u0(x, y, t′) + E sup
τ ′≤s≤τ ′+t′−t

∣∣h(Xx,y
s , Y y

s , t+ s)− h(Xx,y
τ ′ , Y

y
τ ′ , t
′ + τ ′)

∣∣ .195

196

From this inequality and the fact that u0(x, y, t
′) ≤ u0(x, y, t), we readily find that197

|u0(x, y, t)− u0(x, y, t′)| ≤ CE sup
τ ′≤s≤τ ′+t′−t

(
|Xx,y

s −Xx,y
τ ′ |+ ||Y

y
s − Yτ ′ ||+ |t′ − t|+ |s− τ ′|

)
198

≤ C(1 + ||y||)
√
t′ − t ∨ (t′ − t)1/λ199200

by Lemma 2.1.201
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8 HITOSHI ISHII AND ALEXANDRE ROCH

3. Viscosity Solutions. Our notion of viscosity solution depends on the constant λ > 1202

in the integrability condition (1.2).203

Lemma 3.1. Let u ∈ Vλ, φ ∈ C1(QT ) and (x, y, t) ∈ QT . Assume that u − φ attains a204

global minimum at (x, y, t) ∈ QT . Then the function z 7→ u(x, y+z, t)−u(x, y, t) (respectively,205

z 7→ φ(x, y + z, t)− φ(x, y, t)) is bounded from below (from above) by a function on S+d which206

is integrable with respect to ν.207

A main consequence of the above lemma is that the integrals Ju(x, y, t) ∈ R∪ {+∞} and208

Jφ(x, y, t) ∈ R ∪ {−∞} make sense as extended real numbers.209

We remark that, in the above lemma, if, instead, u − φ attains a global maximum at210

(x, y, t), then the conclusion is: the function z 7→ u(x, y + z, t) − u(x, y, t) (respectively,211

z 7→ φ(x, y + z, t)− φ(x, y, t)) is bounded from above (from below) by an integrable function212

on K with respect to ν. To see this, we simply observe that −(u−φ) attains a global minimum213

at (x, y, t) and apply the lemma above to −u and −φ.214

Proof. By the C1-regularity of φ, there is a constant C1 > 0 such that for any z ∈ S+d , if215

||z|| ≤ 1, then216

(3.1) |φ(x, y + z, t)− φ(x, y, t)| ≤ C1||z||.217

Since (x, y, t) is a minimum point of u− φ, we have for all z ∈ S+d ,218

(u− φ)(x, y + z, t) ≥ (u− φ)(x, y, t),219

which reads220

(3.2) u(x, y + z, t)− u(x, y, t) ≥ φ(x, y + z, t)− φ(x, y, t).221

Since u ∈ Vλ, we have222

(3.3) |u(x, y + z, t)− u(x, y, t)| ≤ C2(1 + ||z||λ) + |u(x, y, t)| ≤ C3(1 + ||z||λ)223

for all z ∈ S+d and some positive constants C2, C3. Combining the last two inequalities yields224

φ(x, y + z, t)− φ(x, y, t) ≤ C3(1 + ||z||λ) for all z ∈ S+d .225

From this and (3.1), we get for all z ∈ S+d ,226

φ(x, y + z, t)− φ(x, y, t) ≤

{
C1||z|| if ||z|| ≤ 1,

C3(1 + ||z||λ) otherwise.
227

If f : S+d → R is the function given by the right side of the above inequality, then f is integrable228

with respect to ν and φ(x, y + z, t)− φ(x, y, t) ≤ f(z) for all z ∈ S+d .229

Similarly, we find by (3.1), (3.2) and (3.3) that for all z ∈ S+d ,230

u(x, y + z, t)− u(x, y, t) ≥ max{φ(x, y + z, t)− φ(x, y, t),−C3(1 + ||z||λ)}

≥

{
−C1||z|| if ||z|| ≤ 1,

−C3(1 + ||z||λ) otherwise,

231

which shows that u(x, y + z, t)− u(x, y, t) ≥ −f(z) for all z ∈ S+d , where −f is integrable on232

S+d with respect to ν.233
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In the above proof and in what follows, it is important to see that, for any φ ∈ C1(QT )234

and (x, y, t) ∈ QT , the function z 7→ φ(x, y + z, t) − φ(x, y, t) is integrable with ν on every235

compact subset of S+d . Moreover, if φ ∈ Vλ, then the function z 7→ φ(x, y + z, t)− φ(x, y, t) is236

integrable on S+d with ν.237

The definition of viscosity solutions of (1.6) is as follows:238

Definition 3.2. Let u ∈ LSC(QT ) ∩ Vλ (respectively, u ∈ USC(QT ) ∩ Vλ). We call u a239

viscosity supersolution (subsolution) of (1.6) if240

(3.4) min {Mφ(x, y, t), u(x, y, t)− h(x, y, t)} ≥ 0 (≤ 0),241

whenever φ ∈ C2(QT ) and u− φ attains a global minimum (maximum) at (x, y, t) ∈ QT .242

It is convenient to state the viscosity property pointwise: given a point (x, y, t) ∈ QT , we243

say that u is a viscosity supersolution (subsolution) of (1.6) at (x, y, t) if the conditions in the244

above definition are satisfied for the fixed (x, y, t).245

We remark that in the above definition of viscosity supersolutions, the left side of (3.4)246

takes a finite value owing to Lemma 3.1. On the other hand, in the definition of viscosity247

subsolutions, the left side of (3.4) takes a finite value or the value −∞ (see the remark after248

Lemma 3.1).249

Fix θ ∈ QT and κ ≥ 0. In view of the integro-differential character of (1.6), we introduce250

the function space Wκ(θ) as the set of functions φ ∈ C(QT ) such that φ ∈ Vκ and φ is a251

C2-function in a neighborhood of θ. We say that a sequence {φj} ⊂ Wκ(θ) converges to252

φ ∈ Wκ(θ) if {φj} converges to φ in C(QT ) and in C2(K) for some neighborhood K of θ, and253

|φj | ≤ g on QT for all j ∈ N and some g ∈ Vκ. Note that if φ ∈ Wκ(θ), then φ ∈ Wκ(ζ) for all254

ζ in a neighborhood of θ. Similarly, if {φj} converges to φ ∈ Wκ(θ), then {φj} converges to255

φ in Wκ(ζ) for all ζ in a neighborhood of θ.256

Lemma 3.3. Let θ ∈ QT , 0 ≤ κ ≤ λ, φ ∈ Wκ(θ), {φj}j∈N ⊂ Wκ(θ) and {θj}j∈N ⊂ QT .257

Assume that limj→∞ θj = θ and {φj}j∈N converges to φ in Wκ(θ). Then258

lim
j→∞

Mφj(θj) =Mφ(θ).259

Notice thatWκ(θ) ⊂ Vκ for all θ ∈ QT and thatMφj(θj) makes sense in the above lemma260

when j is large enough.261

Proof. For some small r > 0, we have the C2-convergence of {φj} to φ on the set Br(θ),262

where Br(θ) is the ball in QT of radius r centered at θ. We write θ = (x, y, t) and θj =263

(xj , yj , tj) for j ∈ N. For j ∈ N sufficiently large, we have θj ∈ Br/2(θ) and for some C > 0264

uniform in j,265

|φj(xj , yj + z, tj)− φj(xj , yj , tj)| ≤ C||z|| if ||z|| ≤ r/2.266

Since |φj | ≤ g on QT for some g ∈ Vκ, we may assume that for all j ∈ N and z ∈ S+d ,267

|φj(xj , yj + z, tj)− φj(xj , yj , tj)| ≤ |g(xj , yj + z, tj)|+ |g(xj , yj , tj | ≤ C(1 + ||z||)λ.268

It is clear that the functions z 7→ φj(xj , yj + z, tj) − φj(xj , yj , tj) converge to the function269

z 7→ φ(x, y + z, t)− φ(x, y, t) pointwise as j →∞. The dominated convergence theorem thus270
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10 HITOSHI ISHII AND ALEXANDRE ROCH

assures that271

lim
j→∞

Jφj(θj) = Jφ(θ).272

Furthermore, the C2-convergence of {φj} on Br(θ) implies readily that273

lim
j→∞

(−∂tφj(θj)− Lφj(θj)) = −∂tφ(θ)− Lφ(θ),274

which completes the proof.275

Lemma 3.4. Let θ ∈ QT , 0 ≤ κ ≤ λ and u ∈ LSC(QT ) ∩ Vκ (respectively, u ∈ USC(QT ) ∩276

Vκ). Then u is a viscosity supersolution (subsolution) of (1.6) at θ if and only if277

(3.5) min {Mφ(θ), u(θ)− h(θ)} ≥ 0 (≤ 0),278

whenever φ ∈ Wκ(θ) and u− φ attains a global minimum (maximum) at θ ∈ QT .279

Proof. We treat only the case of viscosity supersolution, and leave it to the reader to check280

the other case. We first prove the ”if” part. Let u be a supersolution of (1.6) at θ ∈ QT . Let281

φ ∈ Wκ(θ) be such that u− φ has a global minimum at θ. Noting that M(ψ +C) =Mψ for282

any ψ ∈ C2(QT ) ∩ Vλ and C ∈ R and adding a constant to φ if necessary, we may assume283

that u(θ) = φ(θ), a consequence of which is that u ≥ φ on QT . Let Br(θ) ⊂ QT be the ball of284

radius r > 0 with center at θ such that φ ∈ C2(Br(θ)). Select a cut-off function f ∈ C2(QT )285

so that 0 ≤ f ≤ 1 on QT , f = 0 on Br/2(θ) and f = 1 on QT \ Br(θ). For each j ∈ N, we286

select φj ∈ C2(QT ) so that |φ − φj | ≤ 1/j on QT . Setting ψj = f(φj − j−1) + (1 − f)φ, we287

note that ψj ∈ C2(QT ), φ − j−1 ≤ ψj ≤ φ on QT and ψj = φ on Br/2(θ). Hence, we find288

that u− ψj attains a global minimum at θ and also that the sequence {ψj} converges to φ in289

Wκ(θ). Since u is a viscosity supersolution of (1.6) at θ, we have290

min{Mψj(θ), u(θ)− h(θ)} ≥ 0,291

which yields thanks to Lemma 3.3 that min{Mφ(θ), u(θ)− h(θ)} ≥ 0.292

Next, we prove the ”only if” part and thus assume that u satisfies the condition given in293

Lemma 3.4. Fix any φ ∈ C2(QT ). Assume that u− φ has a global minimum at θ. As before294

we may assume that u ≥ φ on QT and u(θ) = φ(θ). We choose a function g ∈ C(QT ) ∩ Vκ295

so that u > g on QT . Define ψ ∈ C(QT ) by ψ = φ ∨ g (the pointwise maximum of φ and g).296

Note that u ≥ ψ ≥ g on QT , φ = ψ in a neighborhood of θ and u(θ) = ψ(θ). In particular,297

ψ ∈ Wκ(θ) and min(u− ψ) = (u− ψ)(θ). Hence, by assumption, we have298

min{Mψ(θ), (u− h)(θ)} ≥ 0.299

It is clear that −∂tψ(θ)− Lψ(θ) = −∂tφ(θ)− Lφ(θ). Since ψ ≥ φ on QT and ψ(θ) = φ(θ), if300

we write θ = (x, y, t), we have for all z ∈ S+d ,301

φ(x, y + z, t)− ψ(x, y, t) ≥ φ(x, y + z, t)− φ(x, y, t),302

which implies that Jψ(θ) ≥ Jφ(θ). Thus, we have min{Mφ(θ), (u − h)(θ)} ≥ 0, which303

concludes the proof.304
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We remark that the above lemma is valid with Wκ(θ) ∩ C2(QT ) in place of Wκ(θ). To305

check this, we say temporarily that C[θ,Wκ(θ)] (respectively, C[θ,Wκ(θ) ∩ C2(QT )]) holds306

if the condition (condition with Wκ(θ) ∩ C2(QT ) in place of Wκ(θ)) stated after ”only if”307

in Lemma 3.4 holds. Since Wκ(θ) ∩ C2(QT ) ⊂ Wκ(θ) it is clear that C[θ,Wκ(θ)] implies308

C[θ,Wκ(θ)∩C2(QT )], while the proof of ”if part” in the above proof shows that C[θ,Wκ(θ)∩309

C2(QT )] implies C[θ,Wκ(θ)]. Notice that C2(QT ) ∩ Vκ = C2(QT ) ∩Wκ(θ) for all θ ∈ QT .310

We introduce F : S+d × (Rd ×Md(R)× R)× Sn → R (with n := d+ d2 + 1) defined by

F (y, p,X ) = −p3 − 1
2〈y,X1〉+ 1

2〈π(y), p1〉 − 〈Ay + yA∗ + b0, p2〉,

where

X =

(
X1 X2

X ∗2 X3

)
, with X1 ∈ Sd,X2 ∈Md×(d2+1),X3 ∈ Sd2+1,

and
p = (p1, p2, p3), with p1 ∈ Rd, p2 ∈Md(R), p3 ∈ R.

With this notation, we have

−∂tφ(x, y, t)− Lφ(x, y, t) = F (y,Dφ(x, y, t), D2φ(x, y, t)).

Definition 3.2 is equivalent to311

Definition 3.5. Any u ∈ LSC(QT ) ∩ Vλ (respectively, u ∈ USC(QT ) ∩ Vλ) is a viscosity312

supersolution (subsolution) of (1.6) if313

(3.6) min {F (y, p,X )− Ju(x, y, t), (u− h)(x, y, t)} ≥ 0 (≤ 0),314

whenever (p,X ) ∈ J2,−u(x, y, t)
(
(p,X ) ∈ J2,+u(x, y, t)

)
, (x, y, t) ∈ QT .315

Proof of equivalence of definitions. Assume that u ∈ LSC(QT ) ∩ Vλ is a viscosity super-316

solution of (1.6) in the sense of Definition 3.5. Let θ = (x, y, t) ∈ QT and φ ∈ C2(QT ), and317

assume that u − φ takes a global minimum at θ. As in the proof of Lemma 3.1, we have for318

all z ∈ S+d ,319

u(x, y + z, t)− u(x, y, t) ≥ φ(x, y + z, t)− φ(x, y, t),320

and hence, in view of Lemma 3.1,321

Ju(θ) ≥ Jφ(θ).322

Note as well that (Dφ(θ), D2φ(θ)) ∈ J2,−u(x, y, t). Thus, by Definition 3.5 we have323

0 ≤ min{F (y,Dφ(θ), D2φ(θ))− Ju(θ), (u− h)(θ)}
≤ min{−∂tφ(θ)− Lφ(θ)− Jφ(θ), (u− h)(θ)},

324

which ensures that u is a viscosity supersolution of (1.6) in the sense of Definition 3.2.325

Next, we assume that u ∈ LSC(QT ) ∩ Vλ is a viscosity supersolution of (1.6) in the sense326

of Definition 3.2. Let θ = (x, y, t) ∈ QT and (p,X ) ∈ J2,−u(θ). As is well-known, there327

exists a function φ ∈ C2(QT ) such that Dφ(θ) = p, D2φ(θ) = X , and u − φ attains a global328

minimum at θ. We may assume that the minimum value is 0, so that u(θ) = φ(θ) and u ≥ φ329
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12 HITOSHI ISHII AND ALEXANDRE ROCH

on QT . Since u ∈ LSC(QT ) ∩ Vλ, there exists an increasing sequence {ψj}j∈N ∈ C(QT ) ∩ Vλ330

such that u > ψj on QT and limj→∞ ψj(ζ) = u(ζ) for all ζ ∈ QT . Set φj = φ ∨ ψj , and note331

that u− φj has a global minimum at θ, φ = φj in a neighborhood of θ, which may depend on332

j, and ψ ∈ Wλ(θ). By Lemma 3.4, we find that min{Mφj(θ), (u− h)(θ)} ≥ 0. Obviously, we333

have F (y,Dφj(θ), D
2φj(θ)) = F (y, p,X ). Since the function z 7→ φ1(x, y + z, t) − φ1(x, y, t)334

is integrable with nu and φj(x, y + z, t)− φj(x, y, t) ↑ u(x, y + z, t)− u(x, y, t) as j → ∞, we335

find by the monotone convergence theorem that, as j → ∞, Jφj(θ) ↑ Jφ(θ). Hence, we get336

min{Mφ(θ), (u − h)(θ)} ≥ 0. Thus, we conclude that u is a viscosity supersolution of (1.6)337

in the sense of Definition 3.5.338

The proof concerning the subsolution property parallels the above, which we skip here.339

The existence proof of the viscosity solution is based on the following observation which340

states that it is never optimal to stop the process before the Snell envelope u(Xs, Ys, t − s)341

reaches the payoff h(Xs, Ys, t+ s). If existence of a solution of IDE (1.6) is the only goal, one342

may apply Perron’s method. However, we want to characterize u0 as a solution to this IDE.343

Proposition 3.6. Assume that the function h is bounded and Lipschitz continuous on QT .344

Let (x0, y0, t0) ∈ QT . Define the process U by Ut = u0(X
x0,y0
t , Y y0

t , t0 + t) and set345

(3.7) τ0 = inf{0 ≤ t ≤ T − t0 : Ut = h(Xx0,y0
t , Y y0

t , t0 + t)}.346

Then:347

(i) U is a supermartingale on [0, T − t0].348

(ii) U is a martingale on [0, τ0].349

Note that, since u0(x, y, T ) = h(x, y, T ) by Proposition 2.2, τ0 in the above proposition is350

less or equal to T − t0.351

Proof. Since (X,Y ) satisfies the strong Markov property, it follows from [16, Theorem 3.4]
that the process U is identified with the Snell envelope of h(Xt, Yt, t0 + t), given by

ess sup
τ≥t

E(h(Xτ , Yτ , t0 + τ)|Ft).

Note that (X,Y ) is quasi-left-continuous since it is the solution of an SDE with respect to352

a Lévy process. Therefore, h(Xt, Yt, t0 + t) is quasi-left-continuous since h is continuous.353

By [21, Proposition I.2.26], quasi-left-continuity is equivalent to left-continuity over stopping354

times since (X,Y ) is càdlàg. We can therefore apply [27, Theorem 2.2] (see also [24, 15]), and355

conclude that (i) and (ii) are valid.356

We can now state and prove the main theorem of the section.357

Theorem 3.7. Assume that the function h is bounded and Lipschitz continuous on QT .358

Then, u0 is a viscosity solution of IDE (1.6).359

Proof. By Proposition 2.2, u0 is continuous and in V0 ⊂ Vλ. Let θ0 = (x0, y0, t0) ∈ QT360

and φ ∈ Vλ∩C2(QT ). We check the viscosity super and subsolution property of u0 at θ0 based361

on Lemma 3.4 together with the remark next to it.362

Let τ0 be the stopping time defined by (3.7),363

τ1 = inf{0 ≤ t ≤ T − t0 : |Xt − x0|+ ||Yt − y0||+ |t| > δ},364
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and τ = τ0 ∧ τ1. To simplify the notation, we write Xt = Xx0,y0
t and Yt = Y y0

t . We claim that365

(3.8) Eφ(Xτ , Yτ , t0 + τ)− φ(θ0) = −E

∫ τ

0
Mφ(Xs, Ys−, t0 + s)ds.366

We note that367

dYt =
(
AYt + YtA

∗ + b0 +

∫
S+d ,||z||<1

zν(dz)
)
dt

+

∫
S+d ,||z||<1

zÑ(dz, dt) +

∫
S+d ,||z||≥1

zN(dz, dt).

368

Then, by [1, Theorem 4.4.7], it follows that369

φ(Xτ ,Yτ , t0 + τ)− φ(θ0)370

=

∫ τ

0

(
∂tφ(Xs, Ys−, t0 + s) + 1

2〈D
2
xφ(Xs, Ys−, t0 − s), Ys−〉371

− 1
2〈Dxφ(Xs, Ys−, t0 + s), π(Ys−)〉372

+
〈
Dyφ(Xs, Ys−, t0 + s), AYs− + Ys−A

∗ + b0 −
∫
S+d ,||z||<1

zν(dz)
〉)
ds373

+

∫ τ

0

〈
Dxφ(Xs, Ys−, t0 + s)), r(Ys−)

〉
dBs374

+

∫ τ

0

∫
S+d ,||z||≥1

(φ(Xs, Ys− + z, t0 + s)− φ(Xs, Ys−, t0 + s))N(dz, ds)375

+

∫ τ

0

∫
S+d ,||z||<1

(φ(Xs, Ys− + z, t0 + s)− φ(Xs, Ys−, t0 + s))Ñ(dz, ds)376

+

∫ τ

0

∫
S+d ,||z||<1

(
φ(Xs, Ys− + z, t0 + s)− φ(Xs, Ys−, t0 + s)377

− 〈Dyφ(Xs, Ys−, t0 + s), z〉
)
ν(dz)ds,378

379

Since the two terms involving the integrators dBs and Ñ(dz, ds) above are martingales, we380

get after cancellation of terms involving
∫
S+d ,||z||<1 zν(dz),381

Eφ(Xτ ,Yτ , t0 + τ)− φ(θ0)382

= E

(∫ τ

0
(∂tφ+ Lφ)(Xs, Ys, t0 + s)ds383

+

∫ τ

0

∫
S+d

(φ(Xs, Ys− + z, t0 + s)− φ(Xs, Ys−, t0 + s))ν(dz)ds384

+

∫ τ

0

∫
S+d ,||z||≥1

(φ(Xs, Ys− + z, t0 + s)− φ(Xs, Ys−, t0 + s))Ñ(dz, ds)

)
,385

386

and, again by the martingale property of the last term in the above,387

Eφ(Xτ , Yτ , t0 + τ)− φ(θ0) = −E

∫ τ

0
Mφ(Xs, Ys−, t0 + s)ds,388
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14 HITOSHI ISHII AND ALEXANDRE ROCH

proving (3.8).389

(1) Subsolution property:390

To prove the subsolution property, assume that u0 − φ attains a global maximum at θ0391

and u0(θ) = θ0. We argue by contradiction to prove that min{Mφ(θ0), (u0− h)(θ0)} ≤ 0. We392

thus suppose that Mφ(θ0) > 0 and (u0 − h)(θ0) > 0, and will get a contradiction.393

Note by Lemma 3.3 that the functionMφ is continuous at θ0. Then, there exists 0 < δ <394

T − t0 such that395

(3.9) Mφ(θ) > δ for all θ ∈ Bδ(θ0),396

where Bδ(θ0) = {θ = (x, y, t) ∈ QT : |x − x0| + ||y − y0|| + |t − t0| ≤ δ}. Since the process397

(Xs, Ys, t0 + s) is càdlàg, we have τ0 > 0 and τ1 > 0 a.s. and also we find by (ii) of Proposi-398

tion 3.6 and Doob’s optional sampling theorem that u0(Xs∧τ , Ys∧τ , t0 +s∧τ)) is a martingale.399

Note that (Xt, Yt−, t0 + t) ∈ Bδ(θ0) for all t ∈ [0, τ ] a.s., that, by the martingale property,400

u0(θ0) = Eu0(Xτ , Yτ , t0 + τ),401

and that u0(θ) − u0(θ0) ≤ φ(θ) − φ(θ0) for all θ ∈ QT . Hence, we deduce by (3.8) and (3.9)402

that403

0 = Eu0(Xτ , Yτ , t0 + τ)− u0(θ0)
≤ Eφ(Xτ , Yτ , t0 + τ)− φ(θ0)

= −E

∫ τ

0
Mφ(Xs, Ys−, t0 + s)ds ≤ −δE τ.

404

This implies that τ = 0 a.s. On the other hand, we have τ > 0 a.s. by definition. This is a405

contradiction, which proves that u0 is a viscosity solution of (1.6) at θ0.406

(2) Supersolution property:407

To prove the supersolution property, assume that u0 − φ attains a global minimum at θ0408

and u0(θ0) = φ(θ0). As noted before, we know by the definition of u0 that u0 ≥ h in QT .409

We note by (i) of Proposition 3.6 and Doob’s optional sampling theorem that for any410

τ ∈ TT−t0 ,411

(3.10) u0(θ0) ≥ Eu0(Xτ , Yτ , t0 + τ).412

It remains to prove that Mφ(θ0) ≥ 0. To show this, we suppose to the contrary that413

Mφ(θ0) < 0. We follow the argument above for the supersolution property, and we choose a414

constant 0 < δ < T − t0 so that Mφ(θ) < −δ for all θ ∈ Bδ(θ0). Then, using (3.10), we get415

0 ≥ Eu0(Xτ1 , Yτ1 , t0 + τ1)− u0(θ0) ≥ Eφ(Xτ1 , Yτ1 , t0 + τ1)− φ(θ0)

= −E

∫ τ1

0
Mφ(Xs, Ys−, t0 + s)ds ≥ δE τ1,

416

which implies τ1 = 0 a.s. This is a contradiction and the proof is complete.417
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4. An Invariance Property and Maximum Principle. The following invariance property418

states that a classical subsolution (resp. supersolution) of (1.6) is also a viscosity subsolution419

(resp. supersolution) of the same IDE.420

Proposition 4.1. Let v ∈ C2(QT ) ∩ Vλ be a classical subsolution (resp. supersolution) of421

(1.6). Then v is also a viscosity subsolution (resp. supersolution) of (1.6).422

Proof. We only prove the case of a subsolution. Assume v ∈ C2(QT ) ∩ Vλ is a classical423

subsolution of (1.6). Let φ ∈ C2(QT )∩Vλ and assume that v− φ has a maximum at (x, y, t).424

Then, we have425

v(x, y + z, t)− v(x, y, t) ≤ φ(x, y + z, t)− φ(x, y, t) for all z ∈ S+d ,426

which readily yields427

Jv(x, y, t) ≤ Jφ(x, y, t).428

If y ∈ int S+d and t > 0, then, as usual, we have429

Dv(x, y, t) = Dφ(x, y, t) and D2
xv(x, y, t) ≤ D2

xφ(x, y, t).430

In general, we note that for a small δ > 0,431

(x+ ξ, esAyesA
∗
, t+ u) ∈ QT for all (ξ, s) ∈ Rd × R× [0, δ],432

the function433

(ξ, s, u) 7→ (v − φ)(x+ ξ, esAyesA
∗
, t+ u)434

achives its maximum on Rd × R× [0, δ] at (0, 0, 0), and hence435 
0 = Dx(v − φ)(x, y, t), 0 ≥ D2

x(v − φ)(x, y, t),

0 = d
ds(v − φ)(x, esAyesA

∗
, t)
∣∣∣
s=0

= 〈Dy(v − φ)(x, y, t), Ay + yA∗〉,

0 ≥ (v − φ)t(x, y, t).

436

From these together, we get437

Mv(x, y, t) ≥Mφ(x, y, t),438

and conclude that439

min{Mφ(x, y, t), v(x, y, t)− h(x, y, t)} ≤ 0.440

The comparison principle is based on the following maximum principle, which we state441

in general terms due to its wider applicability potential and separate interest. Theorem 4.2442

below can be seen as an extension of the maximum principle for semicontinuous functions443

found in [11], [12]. Thus, our result is based on the classical work due to Jensen [23], Ishii444

[20] and others (see [12] for the development of the theory of the maximum principle and445

viscosity solutions). The theorem below makes a similar claim to the maximum principles [22,446

Theorem 4.9] and [2, Lemma 1], but its statement is less involved, and it might be more user447
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friendly. It is nothing but a straightforward extension of [11, Theorem 1] to the generality of448

applicable to integro-PDEs.449

For later convenience, we introduce the notation: for any A ∈ Sm, with m ∈ N, and ε > 0,450

we write451

(4.1) Aε = A+ εA2, λ =
1

ε
+ |A| and Eλ = λIm,452

where453

|A| = max
ξ∈Rm, |ξ|=1

〈Aξ, ξ〉.454

Theorem 4.2. Let U, V be locally compact subsets of Rn, n ≥ 1. Fix θ̂ ∈ U , ζ̂ ∈ V ,455

u ∈ USC(U), v ∈ USC(V ) and ϕ ∈ C2(U×V ). Define w : U×V → R by w(θ, ζ) = u(θ)+v(ζ).456

Assume457

(4.2) max
U×V

(w − ϕ) = (w − ϕ)(θ̂, ζ̂).458

Let ε > 0 and W be a compact neighborhood of (θ̂, ζ̂), relative to U×V . Let p̂ = Dθϕ(θ̂, ζ̂), q̂ =459

Dζϕ(θ̂, ζ̂),A = D2ϕ(θ̂, ζ̂). Define Aε, λ and Eλ by formula (4.1), with m = 2n. Select a460

function ϕε ∈ C2(U × V ) so that461

(4.3)


ϕ ≤ ϕε on U × V,
ϕε(θ̂, ζ̂) = ϕ(θ̂, ζ̂),

Dϕε(θ̂, ζ̂) = Dϕ(θ̂, ζ̂)

D2ϕε(θ̂, ζ̂) = Aε.

462

Then, there exist sequences {(θj , ζj)} ⊂ U × V, {(Xj ,Yj)} ⊂ Sn × Sn, and {ϕj} ⊂ C2(U × V )463

such that the following conditions hold for all j ∈ N:464

(4.4)



lim
k→∞

(θk, ζk) = (θ̂, ζ̂),

max
U×V

(w − ϕj) = (w − ϕj)(θj , ζj),

(Dθϕj(θj , ζj),Xj) ∈ J2,+u(θj), (Dζϕj(θj , ζj),Yj) ∈ J2,+v(ζj),

− Eλ ≤
(
Xj 0
0 Yj

)
≤ D2ϕj(θj , ζj),

ϕj = ϕε on (U × V ) \W, lim
k→∞

ϕk = ϕε in C2(U × V ).

465

In the theorem above, a possible choice of ϕε is the function466

ϕε(θ, ζ) = ϕ(θ, ζ) +
ε

2
|A(θ − θ̂, ζ − ζ̂)|2.467

In what follows we fix a function χm ∈ C2(Rm), where the superscript “m” indicates the468

dimension of the space Rm, such that469

0 ≤ χm(x) ≤ 1 for all x ∈ Rm,

χm(x) =

{
1 if x ∈ B1/4,

0 if x ∈ Rm \B1/2.

470
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For any r > 0, we set471

χmr (x) = χm(x/r) for x ∈ Rm,472

so that χmr (x) = 1 if x ∈ Br/4 and χmr (x) = 0 if x ∈ Rm \ Br/2. Here and later, Br = Bm
r473

and Br = B
m
r denotes the open and closed balls of Rm with radius r and center at the origin,474

respectively.475

Lemma 4.3. Let R > 0 and f ∈ C2(BR). For r ∈ (0, R) set fr(x) = χmr (x)f(x) for476

x ∈ BR. Assume that f(0) = 0 and Df(0) = 0.477

(i) We have478

sup
r∈(0, R)

‖fr‖C2(BR) <∞.479

(ii) Assume, in addition, that D2f(0) = 0. Then480

lim
r→0+

‖fr‖C2(BR) = 0.481

Proof. By differentiation, we get482

Dfr(x) = r−1Dχm(x/r)f(x) + χm(x/r)Df(x),

D2fr(x) = r−2D2χm(x/r)f(x) + r−1Dχm(x/r)⊗Df(x) + r−1Df(x)⊗Dχm(x/r)

+ χm(x/r)D2f(x),

483

where, for v = (v1, . . . , vm), w = (w1, . . . , wm) ∈ Rm, v ⊗ w denotes the m ×m matrix with484

viwj as its (i, j) entry. Also, by the assumption that f(0) = 0 and Df(0) = 0, we have for all485

x ∈ Br,486

|Df(x)| ≤ ‖D2f‖C(Br)
r and |f(x)| ≤ ‖Df‖C(Br)

r ≤ ‖D2f‖C(Br)
r2.487

Combining these, we obtain for all x ∈ Br,488

|fr(x)| ≤ ‖f‖C(Br)
,

|Dfr(x)| ≤ (‖Dχm‖C(B1)
+ 1)‖Df‖C(Br)

,

‖D2fr(x)‖ ≤ (‖D2χm‖C(B1)
+ 2‖Dχm‖C(B1)

+ 1)‖D2f‖C(Br)
.

489

Noting that fr(x) = 0 for all x ∈ Rm \Br, we conclude that490

‖fr‖C2(BR) = ‖fr‖C2(Br)
≤ C0‖χm‖C2(B1)

‖f‖C2(Br)
491

for some absolute constant C0 > 0. From this, the assertion (i) follows since ‖f‖C2(Br)
≤492

‖f‖C2(BR), and, also, the assertion (ii) follows since limr→0+ ‖f‖C2(Br)
= 0.493

Proof of Theorem 4.2. We follow the streamline of the proof of [11, Proposition 2].494

1. First of all, we organize the situation to make the proof simple. We may assume by495

replacing u and v by the functions496

θ 7→ u(θ)− u(θ̂)− 〈p̂, θ − θ̂〉 and θ 7→ v(θ)− v(ζ̂)− 〈q̂, θ − ζ̂〉,497
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respectively, as well as ϕ by the function498

(θ, ζ) 7→ ϕ(θ, ζ)− ϕ(θ̂, ζ̂)− 〈p̂, θ − θ̂〉 − 〈q̂, ζ − ζ̂〉499

that500

u(θ̂) = v(ζ̂) = 0, ϕ(θ̂, ζ̂) = 0 and p̂ = q̂ = 0,501

Furthermore, we may assume by translation that502

θ̂ = ζ̂ = 0.503

Let δ > 0. We introduce functions uδ ∈ USC(U) and vδ ∈ USC(V ) by504

uδ(θ) = u(θ)− δ

2
|θ|2 and vδ(θ) = v(θ)− δ

2
|θ|2.505

We set wδ(θ, ζ) = uδ(θ) + vδ(ζ) for (θ, ζ) ∈ U × V .506

We may assume by choosing r ∈ (0, δ∧R) small enough, so that ϕ is defined on Br = B
2n
r ,507

as a C2 function, and so is the function ϕε. We may replace r by a smaller r = r(δ) > 0, in508

view of the Taylor theorem, so that for all (θ, ζ) ∈ Br ∩ (U × V ),509

ϕ(θ, ζ) ≤ 1

2
〈A(θ, ζ), (θ, ζ)〉+

δ

2
(|θ|2 + |ζ|2)510

and this inequality is strict if (θ, ζ) 6= (0, 0).511

Now, we note that the function512

wδ(θ, ζ)− 1

2
〈A(θ, ζ), (θ, ζ)〉513

attains a strict maximum value 0 at the origin (0, 0) over the set Br ∩ (U × V ). By using the514

Schwarz inequality, we compute that for all ξ, η ∈ Rn,515

(4.5)

〈A(θ, ζ), (θ, ζ)〉 = 〈A(ξ, η) +A(θ − ξ, ζ − η), (ξ, η) + (θ − ξ, ζ − η)〉
= 〈A(ξ, η), (ξ, η)〉+ 2〈A(ξ, η), (θ − ξ, ζ − η)〉

+ 〈A(θ − ξ, ζ − η), (θ − ξ, ζ − η)〉
≤ 〈A(ξ, η), (ξ, η)〉+ 2|A(ξ, η)||(θ − ξ, ζ − η)|+ |A||(θ − ξ, ζ − η)|2

≤ 〈A(ξ, η), (ξ, η)〉+ ε|A(ξ, η)|2 +

(
1

ε
+ |A|

)
|(θ − ξ, ζ − η)|2

≤ 〈Aε(ξ, η), (ξ, η)〉+ λ(|θ − ξ|2 + |ζ − η|2).

516

Hence, we get517

(4.6) wδ(θ, ζ)− λ

2
(|θ − ξ|2 + |ζ − η|2)− 1

2
〈Aε(ξ, η), (ξ, η)〉 ≤ 0518

for all (θ, ζ) ∈ Br ∩ (U × V ) and (ξ, η) ∈ R2n, and this inequality is strict if (θ, ζ) 6= (0, 0).519
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2. We define uδ,λ, vδ,λ : Rn → R by520

uδ,λ(ξ) = max
θ∈Br/2∩U

(uδ(θ)−
λ

2
|θ − ξ|2) and vδ,λ(ξ) = max

θ∈Br/2∩V
(vδ(θ)−

λ

2
|θ − ξ|2).521

The functions uδ,λ, vδ,λ : Rn → R are the λ–sup-convolutions of uδ, vδ, respectively. Noting522

that Bn
r/2×B

n
r/2 ⊂ B

2n
r , we see that the above formulas define real-valued functions and that523

for all (ξ, η) ∈ R2n,524

uδ,λ(ξ) + vδ,λ(η)− 1

2
〈Aε(ξ, η), (ξ, η)〉 ≤ 0.525

It is easy to see that uδ,λ(0) = vδ,λ(0) = 0. Accordingly, the function526

uδ,λ(ξ) + vδ,λ(η)− 1

2
〈Aε(ξ, η), (ξ, η)〉527

takes the maximum 0 at (0, 0) over R2n. We define the function Φ : R2n → R by528

Φ(ξ, η) = uδ,λ(ξ) + vδ,λ(η)− 1

4
(|ξ|4 + |η|4)− 1

2
〈Aε(ξ, η), (ξ, η)〉529

and observe that the function Φ has a strict maximum at (0, 0) over R2n. For notational530

convenience, we put531

fε(ξ, η) =
1

2
〈Aε(ξ, η), (ξ, η)〉 for (ξ, η) ∈ R2n.532

Since the functions uδ,λ(ξ) + (λ/2)|ξ|2 and vδ,λ(ξ) + (λ/2)|ξ|2 are convex, as in [11], we see533

that there exist sequences {(ξk, ηk)}k∈N ⊂ B1 ×B1 and {(pk, qk)}k∈N ⊂ R2n such that534

lim
k→∞

(ξk, ηk) = lim
k→∞

(pk, qk) = (0, 0),535

and such that, for any k ∈ N, if we set Φk(ξ, η) = Φ(ξ, η) − 〈pk, ξ〉 − 〈qk, η〉 for (ξ, η) ∈ R2n,536

then537

max
B1×B1

Φk = Φk(ξk, ηk),(4.7)538

J2Φk(ξk, ηk) := J2,+Φk(ξk, ηk) ∩ J2,−Φk(ξk, ηk) 6= ∅.(4.8)539540

The latter of the above says that Φk has a second-order differential at (ξk, ηk).541

3. By the definition of uδ,λ and vδ,λ, there are points θk ∈ Br/2 ∩ U and ζk ∈ Br/2 ∩ V542

such that543

uδ,λ(ξk) = uδ(θk)−
λ

2
|θk − ξk|2,

vδ,λ(ηk) = vδ(ζk)−
λ

2
|ζk − ηk|2.

544

We intend to show that545

(4.9)


lim
k→∞

θk = lim
k→∞

ζk = 0,

lim
k→∞

uδ(θk) = uδ(0) = 0,

lim
k→∞

vδ(ζk) = vδ(0) = 0.

546

This manuscript is for review purposes only.



20 HITOSHI ISHII AND ALEXANDRE ROCH

By (4.7), we get547

Φk(ξk, ηk) ≥ Φk(0, 0) = uδ,λ(0) + vδ,λ(0) ≥ uδ(0) + vδ(0) = 0.548

Hence, we have549

0 ≤ Φk(0, 0) ≤uδ(θk) + vδ(ζk)−
λ

2
(|θk − ξk|2 + |ζk − ηk|2)

− 1

4
(|ξk|4 + |ηk|4)− fε(ξk, ηk)− 〈pk, ξk〉 − 〈qk, ηk〉.

550

For any convergent subsequence {(θkm , ζkm)}m∈N of {(θk, ζk)}k∈N, setting

lim
m→∞

(θkm , ζkm) = (θ̄, ζ̄)

and noting that wδ is upper semicontinuous at (0, 0), from the inequality above, we get551

λ

2
(|θ̄|2 + |ζ̄|2) ≤ lim inf

m→∞
wδ(θkm , ζkm) ≤ lim sup

m→∞
wδ(θkm , ζkm) ≤ wδ(θ̄, ζ̄).552

Since the inequality (4.6) is strict if (θ, ζ) 6= (0, 0), the above inequality ensures that (θ̄, ζ̄) =553

(0, 0), and moreover,554

lim inf
m→∞

wδ(θkm , ζkm) = lim sup
m→∞

wδ(θkm , ζkm) = wδ(0, 0) = 0.555

This observation combined with a simple argument by contradiction assures that556

lim
k→∞

wδ(θk, ζk) = 0.557

Combining this with the fact that lim supk→∞ uδ(θk) ≤ 0 and lim supk→∞ vδ(ζk) ≤ 0 , we558

conclude that559

lim
k→∞

uδ(θk) = 0 = uδ(0) and lim
k→∞

vδ(ζk) = 0 = vδ(0),560

and that (4.9) is valid.561

4. Towards the end of the proof, we convert the conditions (4.7) and (4.8) into those at
the points (θk, ζk) with an appropriate choice of functions ϕk. Replacing r = r(δ) by a smaller
number and relabeling the sequence

{(ξk, ηk, pk, qk, θk, ζk)}k∈N,

we may assume that 0 < r < 1 and {θk, ξk, ζk, ηk} ⊂ Br/4 for all k ∈ N. Consequently, if562

θ, ζ ∈ Br/2, then θ − θk + ξk, ζ − ζk + ηk ∈ B1 for all k ∈ N. Hence, by (4.7), we have for all563

(θ, ζ) ∈ (Br/2 ×Br/2) ∩ (U × V ),564

(4.10) Φk(θ − θk + ξk, ζ − ζk + ηk) ≤ Φk(ξk, ηk).565
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We define the function ψδk ∈ C∞(R2n) by566

ψδk(θ, ζ) =
δ

2

(
|θ|2 + |ζ|2

)
+
λ

2

(
|θk − ξk|2 + |ζk − ηk|2

)
+

1

4

(
|θ − θk + ξk|4 + |ζ − ζk + ηk|4

)
+ fε(θ − θk + ξk, ζ − ζk + ηk)

+ 〈pk, θ − θk + ξk〉+ 〈qk, ζ − ζk + ηk〉.

567

By this definition and the choice of θk and ζk, we have568

w(θk, ζk)− ψδk(θk, ζk) = Φk(ξk, ηk).569

By the definition of uδ,λ and vδ,λ, we have for all (θ, ζ) ∈ (Br/2 ×Br/2) ∩ (U × V ),570

(4.11)
uδ,λ(θ − θk + ξk) ≥ u(θ)− δ

2
|θ|2 − λ

2
|θk − ξk|2,

vδ,λ(ζ − ζk + ηk) ≥ v(ζ)− δ

2
|ζ|2 − λ

2
|ζk − ηk|2,

571

and hence,572

w(θ, ζ)− ψδk(θ, ζ) ≤ Φk(θ − θk + ξk, ζ − ζk + ηk).573

Combining this with (4.10) and (4.11) yields574

(4.12) w(θ, ζ)− ψδk(θ, ζ) ≤ w(θk, ζk)− ψδk(θk, ζk)575

for all (θ, ζ) ∈ (Br/2 ×Br/2) ∩ (U × V ).576

By assumption, we have for all (θ, ζ) ∈ U × V ,577

w(θ, ζ)− ϕ(θ, ζ) ≤ w(0, 0)− ϕ(0, 0) = 0,578

which implies that579

w(θ, ζ)− ϕε(θ, ζ) ≤ 0.580

From this and (4.12), setting581

ϕδk(θ, ζ) = (1− χ2n
r (θ, ζ))ϕε(θ, ζ) + χ2n

r (θ, ζ)(ψδk(θ, ζ) + w(θk, ζk)− ψδk(θk, ζk)),582

where the function χ2n
r is chosen as in Lemma 4.3, we get583

(w − ϕδk)(θ, ζ) ≤ 0 for all (θ, ζ) ∈ U × V.584

Since θk, ζk ∈ Br/4 and χ2n
r (θk, ζk) = 1, we have (w − ϕδk)(θk, ζk) = 0 and therefore585

max
U×V

(w − ϕδk) = (w − ϕδk)(θk, ζk).586

It is easily seen that587

(4.13) lim
k→∞

ϕδk = (1− χ2n
r )ϕε + χ2n

r ψ
δ in C2(U × V ),588
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where ψδ ∈ C2(U × V ) is the function defined as589

ψδ(θ, ζ) =
δ

2
(|θ|2 + |ζ|2) +

1

4
(|θ|4 + |ζ|4) + fε(θ, ζ).590

Recall that r = r(δ) ∈ (0, δ). Applying Lemma 4.3, we deduce that591

lim
δ→0+

χ2n
r (ψδ − ϕε) = 0 in C2(U × V ).592

Thus, we have593

(4.14) lim
δ→0+

((1− χ2n
r )ϕε + χ2n

r ψ
δ) = ϕε in C2(U × V ).594

According to (4.8), there exist (pδ,λk ,X δ,λk ) ∈ J2uδ,λ(ξk) and (qδ,λk ,Yδ,λk ) ∈ J2vδ,λ(ηk). Fur-595

thermore, by (4.7), we obtain596

pδ,λk = pk +Dξfε(ξk, ηk) + |ξk|2ξk,597

qδ,λk = qk +Dηfε(ξk, ηk) + |ηk|2ηk,598 (
X δ,λk 0

0 Yδ,λk

)
≤ D2fε(ξk, ηk) +

(
|ξk|2In + 2ξk ⊗ ξk 0

0 |ηk|2In + 2ηk ⊗ ηk

)
.(4.15)599

600

As one of basic properties of sup-convolution (see e.g. [11, Lemma 4], [12, Lemma A.5]), we601

have602

(pδ,λk ,X δ,λk ) ∈ J2,+uδ(θk) and (qδ,λk ,Yδ,λk ) ∈ J2,+vδ(ζk),603

which yields604

(4.16) (pδ,λk + δθk,X δ,λk + δIn) ∈ J2,+u(θk) and (qδ,λk + δζk,Yδ,λk + δIn) ∈ J2,+v(ζk).605

Recalling that the functions uδ,λ(ξ) + (λ/2)|ξ|2 and vδ,λ(ξ) + (λ/2)|ξ|2 are convex, we see that606

(4.17) X δ,λk ≥ −λIn and Yδ,λk ≥ −λIn.607

Noting that608

ϕδk(θ, ζ) = ψδk(θ, ζ) + w(θk, ζk)− ψδk(θk, ζk)609

in a neighborhood of (θk, ζk), we see that610

(4.18)

Dϕδk(θk, ζk) = Dψδk(θk, ζk) = δ(θk, ζk) + (|ξk|2ξk, |ηk|2ηk) +Dfε(ξk, ηk) + (pk, qk)

= (δθk + pδ,λk , δζk + qδ,λk ),

D2ϕδk(θk, ζk) = δI2n +D2fε(ξk, ηk) +

(
|ξk|2In + 2ξk ⊗ ξk 0

0 |ηk|2In + 2ηk ⊗ ηk

)
.

611

Henceforth we take care of the dependence on δ of pk, qk, ξk, ηk, θk, and ζk and write612

pδk, q
δ
k, ξ

δ
k, η

δ
k, θ

δ
k, and ζδk for them, respectively. We fix a sequence {δj} of positive numbers613

This manuscript is for review purposes only.



VISCOSITY SOLUTION OF AN IDE FOR OPTION PRICING 23

converging to zero. For instance, we may set δ = 1/j for j ∈ N. We choose a sequence {kj}614

of positive integers diverging to infinity so that615

(4.19) lim
j→∞

(p
δj
kj
, q
δj
kj
, ξ
δj
kj
, η
δj
kj
, θ
δj
kj
, ζ
δj
kj

) = (0, 0, 0, 0, 0, 0)616

Thanks to (4.13) and (4.14), we may assume that617

(4.20) lim
j→∞

ϕ
δj
kj

= ϕε in C2(U × V ).618

With obvious abuse of notation, we set619

θj = θ
δj
kj
, ζj = ζ

δj
kj
, ϕj = ϕ

δj
kj
, Xj = X δj ,λkj

+ δjIn, and Yj = Yδj ,λkj
+ δjIn.620

we see from (4.15), (4.17), (4.18) and (4.16) that621

−λI2n ≤
(
Xj 0
0 Yj

)
≤ D2ϕj(θj , ζj),

(Dθϕj(θj , ζj),Xj) ∈ J2,+u(θj) and (Dζϕj(θj , ζj),Yj) ∈ J2,+v(ζj).

622

Finally, recalling (4.19) and (4.20), we conclude that the sequence {(θj , ζj , ϕj ,Xj ,Yj)} has all623

the required properties.624

In the proof of our comparison theorem below, we use the following variant of Theorem 4.2.625

Let n, U, V, ϕ be as in Theorem 4.2. We consider the situation where626

(4.21)



there are n1, n2 ∈ N, U1, V1 ⊂ Rn1 , U2, V2 ⊂ Rn2 , ϕ1 ∈ C2(U1 × V1) and
ϕ2 ∈ C2(U2 × V2) such that

n = n1 + n2, U = U1 × U2, V = V1 × V2,

and for all θ = (θ1, θ2) ∈ U1 × U2, ζ = (ζ1, ζ2) ∈ V1 × V2,

ϕ(θ, ζ) = ϕ1(θ1, ζ1) + ϕ2(θ2, ζ2).

627

Here and afterwards, with a little abuse of notation, we write θ1 = (θ1, . . . , θn1), θ2 =628

(θn1+1, . . . , θn) for θ = (θ1, . . . , θn) ∈ Rn and so on.629

Define ϕ̃1, ϕ̃2 ∈ C2(U × V ) by setting630

(4.22) ϕ̃1(θ, ζ) = ϕ(θ1, ζ1) and ϕ̃2(θ, ζ) = ϕ2(θ2, ζ2)631

for θ = (θ1, θ2) ∈ U1 × U2 and τ = (τ1, τ2) ∈ U2 × V2.632

Given a pair ε = (ε1, ε2) of positive numbers and two matrices A1, A2 ∈ S2n, we set633

(4.23)



Aε := A1 +A2 + ε1A2
1 + ε2A2

2,

λi :=
1

εi
+ |Ai| for i = 1, 2, λ := (λ1, λ2),

Eλ := λ1In1 ⊕ λ2In2 ⊕ λ1In1 ⊕ λ2In2 =


λ1In1 0 0 0

0 λ2In2 0 0
0 0 λ1In1 0
0 0 0 λ2In2

 .

634
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Corollary 4.4. Let U , V , u, v, ϕ, w, θ̂, ζ̂ and W be as in Theorem 4.2, and assume that635

(4.2) and (4.21) hold. Define ϕ̃i, with i = 1, 2, by (4.22) and set Ai = D2ϕ̃i(θ̂, ζ̂) for i = 1, 2.636

Define Aε, λ = (λ1, λ2) and Eλ by (4.23), and select ϕε so that all the conditions of (4.3) are637

satisfied. Then the same conclusion as Theorem 4.2 is valid with the current Eλ.638

Proof. We need only to follow the proof of Theorem 4.2, with minors changes. We here639

give a few details how to modify it to adapt to our proof.640

We set641

A := D2ϕ(θ̂, ζ̂) = A1 +A2,642

use the notation: for θ = (θ1, θ2) ∈ Rn1 × Rn2643

θ̃1 = (θ1, 0), θ̃2 = (0, θ2) ∈ Rn,644

and note that for any θ = (θ1, θ2), ζ = (ζ1, ζ2) ∈ Rn1×Rn2 and some ξ = (ξ1, ξ2), η = (η1, η2) ∈645

Rn1 × Rn2 ,646

Ai(θ, ζ) = Ai(θ̃i, ζ̃i) = (ξ̃i, η̃i) for i = 1, 2.647

Moreover, we compute similarly to (4.5) that for θ = (θ1, θ2), ζ = (ζ1, ζ2), ξ = (ξ1, ξ2), η =648

(η1, η2) ∈ Rn1 × Rn2 ,649

〈A(θ, ζ), (θ, ζ)〉 =
∑
i=1,2

〈Ai(θ̃i, ζ̃i), (θ̃i, ζ̃i)〉

≤
∑
i=1,2

〈Ai(ξ̃i, η̃i), (ξ̃i, η̃i)〉+ 2|Ai(ξ̃i, η̃i)||(θ̃i − ξ̃i, ζ̃i − η̃i)|+ |Ai||(θ̃i − ξ̃i, ζ̃i − η̃i)|2

≤
∑
i=1,2

〈Ai(ξ̃1, η̃i), (ξ̃i, η̃i)〉+ εi|Ai(ξ̃i, η̃i)|2 +

(
1

εi
+ |Ai|

)
|(θ̃i − ξ̃i, ζ̃i − η̃i)|2

≤ 〈Aε(ξ, η), (ξ, η)〉+
∑
i=1,2

λi|(θ̃i − ξ̃i, ζ̃i − η̃i)|2

= 〈Aε(ξ, η), (ξ, η)〉+ dλ(θ − ξ) + dλ(ζ − η),

650

where651

dλ(ξ) = dλ(ξ1, ξ2) := λ1|ξ1|2 + λ2|ξ2|2.652

The definition of uδ,λ, vδ,λ : Rn → R should be modified as follow:653

uδ,λ(ξ) = max
θ∈Br/2∩U

(uδ(θ)−
1

2
dλ(θ − ξ)) and vδ,λ(ξ) = max

θ∈Br/2∩V
(vδ(θ)−

1

2
dλ(θ − ξ)).654

After fixing ξk, ηk in the course of the proof, the choice of θk, ζk is done in the same spirit as655

in the proof of Theorem 4.2, to satisfy656

uδ,λ(ξk) = uδ(θk)−
1

2
dλ(θk − ξk) and vδ,λ(ηk) = vδ(ζk)−

1

2
dλ(ζk − ηk).657

We note that the functions uδ,λ(ξ) + 1
2dλ(ξ) and vδ,λ(ξ) + 1

2dλ(ξ) are convex on Rn, which,658

instead of (4.17), yield659

X δ,λk ≥ −1

2
D2dλ(ξk) = −λ1In1 ⊕ λ2In2 and Yδ,λk ≥ −1

2
D2dλ(ηk) = −λ1In1 ⊕ λ2In2 .660

With these modifications, the proof goes parallel to that of Theorem 4.2.661
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5. Comparison Principle. The uniqueness of the solution of the IDE follows from the662

following comparison theorem:663

Theorem 5.1. Let 0 ≤ κ < λ. Let u ∈ USC(QT ) ∩ Vκ and v ∈ LSC(QT ) ∩ Vκ be a664

subsolution and supersolution of (1.6), respectively. Assume that665

(5.1) u(x, y, T ) ≤ v(x, y, T ) for all (x, y) ∈ Rd × S+d .666

Then,667

(5.2) u ≤ v on QT .668

As stated above, Theorem 5.1 has the following consequence.669

Corollary 5.2. If h is a bounded and Lipschitz continuous function on QT , then the value670

function u0 is in C(QT ) ∩ V0 and a unique viscosity solution of (1.6) satisfying the initial671

condition u0(x, y, 0) = h(x, y, 0). The uniqueness is valid among functions in Vκ, with 0 ≤672

κ < λ.673

Proof. Every claims except the uniqueness are included in Proposition 2.2 and Theo-674

rem 3.7. The uniqueness claim is also immediate from Theorem 5.1.675

The following limiting lemma, which has a similar nature to Lemma 3.3, is useful in our676

proof of the theorem above.677

Lemma 5.3. Let {uj}j∈N be a sequence of Borel measurable functions on QT and {θj}j∈N ⊂678

QT . Set θj = (xj , yj , tj) ∈ Rd × S+d × R. Assume that {θj}j∈N converges to a point θ0 ∈ QT679

and that there is a constant C > 0 such that680

|uj(x, y, t)| ≤ C(1 + |x|+ ||y||)λ for all (x, y, t) ∈ QT , j ∈ N.681

Let K ⊂ QT be a compact neighborhood of θ0 and {ϕj}j∈N ⊂ C1(K). Assume that for every682

j ∈ N, uj − ϕj takes a global maximum (resp., minimum) on K at θj and that {ϕj}j∈N is683

bounded in C1(K). Then,684 ∫
S+d

lim sup
j→∞

(uj(xj , yj + z, tj)− uj(θj))ν(dz) ≥ lim sup
j→∞

Juj(θj),

(resp.,

∫
S+d

lim inf
j→∞

(uj(xj , yj + z, tj)− uj(θj))ν(dz) ≤ lim inf
j→∞

Juj(θj). )

685

It should be noted that, in the above inequalities, it can be that lim supj→∞ Juj(θj) = −∞,686

or lim infj→∞ Juj(θj) =∞.687

Proof. We only prove the claim which concerns “maximum”. The other case can be treated688

similarly.689

Note that for all z ∈ S+d , j ∈ N,690

uj(xj , yj + z, tj)− uj(θj) ≤ C((1 + |xj |+ ||yj + z||)λ + (1 + |x|+ ||yj ||)λ ≤ C1(1 + ||z||)λ,691

where C1 is a positive constant independent of j. Since the sequence {θj} is convergent to θ0,692

we may choose δ > 0 and j0 ∈ N so that the δ-neighborhood of the set {θj}j>j0 is contained in693
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K. Henceforth we are concerned with j ∈ N is larger than j0. Since θj is a global maximum694

point of uj − ϕj on K, we have695

uj(xj , yj + z, tj)− uj(θj) ≤ ϕj(xj , yj + z, tj)− ϕj(θj) for all z ∈ S+d , with ||z|| ≤ δ.696

By assumption, the sequence {Dϕj}j∈N is bounded in C(K,Rd+d2+1), which ensures that697

there are constants δ > 0 and C2 > 0 such that698

ϕj(xj , yj + z, tj)− ϕj(θj) ≤ C2||z|| for all z ∈ S+d , with ||z|| ≤ δ, j > j0.699

We define f : S+d → R by700

f(z) =

{
C1(1 + ||z||)λ if ||z|| > δ,

C2||z|| otherwise.
701

Noting that f is integrable with respect to the measure ν and that702

uj(xj , yj + z, tj)− uj(θj) ≤ f(z) for all z ∈ S+d ,703

we deduce by Fatou’s lemma that704 ∫
S+d

lim sup
j→∞

(uj(xj , yj + z, tj)− uj(θj))ν(dz) ≥ lim sup
j→∞

Juj(θj),705

which completes the proof.706

Proof of Theorem 5.1. We divide our proof into four steps. In the first step, we arrange707

that u− v takes a maximum at a point in QT .708

1. We introduce functions ρ : Rd × Sd → R and f : QT → R given by

ρ(x, y) = (1 + |x|2 + ||y||2)λ/2, f(x, y, t) = ρ(x, y)e−Ct,

where C > 0 is a constant to be determined later. A simple computation shows that ∂tf =709

−Cf on QT and for all (x, y) ∈ Rd × Sd and some constant C0 > 0,710

|Dxρ(x, y)|+ ||D2
xρ(x, y)||+ ||Dyρ(x, y)|| ≤ C0ρ(x, y)(1 + |x|+ ||y||)−1.711

It is then easy to check that for some constant C1 > 0,712

Lf ≤ C1f on QT .713

Observe that for (x, y) ∈ Rd × Sd and z ∈ Sd,714

ρ(x, y + z) ≤ ρ(x, y) + ρ(0, z),715

and, if ||z|| < 1, then for some constant C2 > 0,716

ρ(x, y + z)− ρ(x, y) ≤ max
η∈S+d ,||η||≤<1

||Dyρ(x, y + η)||||z|| ≤ C2ρ(x, y)||z||.717
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From these, assuming C2 ≥ 1, we find that for all (x, y) ∈ Rd × Sd,718

Jρ(x, y) ≤ C2ρ(x, y)

∫
S+d ,||z||<1

||z||ν(dz) +

∫
S+d ,||z||≥1

||ρ(0, z)ν(dz)

≤ C2ρ(x, y)
(∫

S+d ,||z||<1
||z||ν(dz) +

∫
S+d ,||z||≥1

||ρ(0, z)ν(dz)
)
.

719

Hence, for some C3 > 0, we have720

Jf ≤ C3f on QT .721

Thus, we have722

Mf ≥ (C − C1 − C3)f on QT .723

We choose C = C1 + C3 so that
Mf ≥ 0 on QT .

For ε > 0 we define uε on QT by

uε(x, y, t) = u(x, y, t)− εf(x, y, t).

It is enough to show that for any ε > 0,

uε(x, y, t) ≤ v(x, y, t) for all (x, y, t) ∈ QT .

Since f is a classical solution of
Mf ≥ 0 on QT

and f > 0 on QT , uε is a viscosity subsolution of

min{Muε, uε − h} = 0 on QT .

Furthermore, there exist constants δ > 0 and C4 > 0 such that724

uε(x, y, t) ≤ −δ(|x|+ ||y||)λ + C4 for all (x, y, t) ∈ QT .725

Thus, by replacing u by uε if needed, we may assume that for some constants δ > 0 and726

C > 0,727

(5.3) u(x, y, t) ≤ −δ(|x|2 + ||y||2) + C for all (x, y, t) ∈ QT .728

Note however that we do not have u ∈ Vκ anymore and u ∈ Vλ instead.729

If we set uγ(x, y, t) := u(x, y, t) + γ(t − T ) with γ > 0, then uγ ≤ u on QT and uγ is a
subsolution of

min{Muγ + γ, uγ − h} = 0 on QT .

To show (5.2), it is enough to prove that for every γ > 0, uγ(x, y, t) ≤ v(x, y, t) for all730

(x, y, t) ∈ QT . Thus, we may henceforth assume, by replacing u by uγ that u is a subsolution731

of732

min{Mu+ γ, u− h} = 0 on QT .733
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2. We start the contradiction argument to prove (5.2) and suppose that734

(5.4) sup
(x,y,t)∈QT

u(x, y, t)− v(x, y, t) > 0.735

Let α > 0, β > 0, and consider the function

Φ(x, y, t; ξ, η, τ) := u(x, y, t)− v(ξ, η, τ)− α|x− ξ|2 − β||y − η||2 − β(t− τ)2

on QT ×QT . Taking into account of (5.3) and also the fact that v ∈ V and u,−v ∈ USC(QT ),736

the function Φ achieves a maximum. Let (xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ) be a maximum point737

of Φ. It is easily seen that as (α, β) → (∞,∞), the points (xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ) stay738

bounded. Also, we have739

sup
α>1,β>1

(α|xαβ − ξαβ|2 + β||yαβ − ηαβ||2 + β(tαβ − ταβ)2) <∞.740

Furthermore, for any sequence {(αk, βk)} such that

lim
k
αk =∞, lim

k
βk =∞,

there exists a subsequence such that, as (α, β)→ (∞,∞) along the subsequence,741

(xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ)→ (x0, y0, t0, x0, y0, t0),742

and moreover,743 
α|xαβ − ξαβ|2 + β||yαβ − ηαβ||2 + β(tαβ − ταβ)2 → 0,

u(xαβ, yαβ, tαβ)→ u(x0, y0, t0),

v(ξαβ, ηαβ, ταβ)→ v(x0, y0, t0).

744

The last three claims on the convergence follow from the observation:745

max
QT

(u− v) = max
(x,y,t)∈QT

Φ(x, y, t, x, y, t) ≤ Φ(xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ)746

≤ u((xαβ, yαβ, tαβ)− v(ξαβ, ηαβ, ταβ),747748

and therefore,749

max
QT

(u− v) ≤ lim inf
(α,β)→(∞,∞)

Φ((xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ))750

≤ lim sup
(α,β)→(∞,∞)

Φ((xαβ, yαβ, tαβ, ξαβ, ηαβ, ταβ))751

≤ u(x0, y0, t0)− v(x0, y0, t0) ≤ max
QT

(u− v),752

753

where the liminf and limsup are taken along the subsequence selected above.754

This manuscript is for review purposes only.



VISCOSITY SOLUTION OF AN IDE FOR OPTION PRICING 29

It now follows that (x0, y0, t0) is a maximum point of u− v, which implies, together with755

(5.1) and (5.4), that t0 6= T. We may thus reselect sequences {αk}k∈N and {βm}m∈N so that756

(5.5)



lim
k→∞

lim
m→∞

(xαkβm , yαkβm , tαkβm , ξαkβm , ηαkβm , ταkβm) = (x0, y0, t0, x0, y0, t0),

lim
k→∞

lim
m→∞

αk|xαkβm − ξαkβm |
2 + βm||yαkβm − ηαkβm ||

2 + βm(tαkβm − ταkβm)2 = 0,

lim
k→∞

lim
m→∞

u(xαkβm , yαkβm , tαkβm) = u(x0, y0, t0),

lim
k→∞

lim
m→∞

v(ξαkβm , ηαkβm , ταkβm) = v(x0, y0, t0).

757

Furthermore, since t0 6= T , we may assume that for all αk and βm,758

(5.6) (xαk,βm , yαkβm , tαk,βm) ∈ QT , (ξαkβm , ηαkβmταkβm) ∈ QT .759

Also, since u(x0, y0, t0) > v(x0, y0, t0) by (5.4), we may assume in view of (5.6) that for all αk760

and βm,761

(5.7) (u− h)(xαkβm , yαkβm , tαkβm) > (v − h)(ξαkβm , ηαkβm , ταkβm).762

We fix k,m ∈ N, write α = αk and β = βm for notational simplicity, and intend to apply763

Corollary 4.4 to u, −v. For this, we set764 
n = d+ d2 + 1, n1 = d, n2 = d2 + 1,

U = V = QT , U1 = V1 = Rd, U2 = V2 = S+d × (0, T ),

θ̂ = (xα,β, yα,β, tα,β), ζ̂ = (ξα,β, ηα,β, τα,β).

765

Note that S+d is a locally compact subset of Rd2 . Define the functions ϕ, ϕ̃i ∈ C2(U × V ),766

ϕi ∈ C2(Ui × Vi) for i = 1, 2 by767 
ϕ(x, y, t, ξ, η, τ) = α|x− ξ|2 + β(||y − η||2 + (t− τ)2),

ϕ1(x, , ξ) = ϕ̃1(x, y, t, ξ, η, τ) = α|x− ξ|2,
ϕ2(y, t, η, τ) = ϕ̃2(x, y, t, ξ, η, τ) = β(||y − η||2 + (t− τ)2),

768

and set769

A1 = D2ϕ̃1(θ̂, ζ̂), A2 = D2ϕ̃2(θ̂, ζ̂), A = D2ϕ(θ̂, ζ̂).770

It is easy to check that771

(5.8)


A1 = 2α


Id 0 −Id 0
0 0 0 0
−Id 0 Id 0

0 0 0 0

 , A2 = 2β


0 0 0 0
0 Id2+1 0 −Id2+1

0 0 0 0
0 −Id2+1 0 Id2+1

 ,

A = A1 +A2, A2 = A2
1 +A2

2 = 4αA1 + 4βA2, |A1| = 4α, |A2| = 4β.

772

We select773

ε1 =
1

2α
, ε2 =

1

2β
, λi =

1

εi
+ |Ai| for i = 1, 2,774
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note that775

λ1 = 6α, λ2 = 6β,776

and set ε = (ε1, ε2) and λ = (λ1, λ2).777

Noting that778

(5.9) Aε = A+ ε1 · 4αA1 + ε2 · 4βA2 = 3A,779

we define the function ϕε on QT ×QT by780

ϕε(θ, ζ) = ϕ(θ, ζ) + 2ϕ(θ − θ̂, ζ − ζ̂),781

and note that782

D2ϕε(θ̂, ζ̂) = 3A = Aε,783

and moreover, all the conditions of (4.3) hold.784

3. We are now ready to apply the maximum principle. Define w ∈ USC(QT × QT )785

by w(θ, ζ) = u(θ) − v(ζ), fix a compact neighborhood W of (θ̂, ζ̂) in QT × QT and invoke786

Corollary 4.4, to select sequences {(θj , ζj} ⊂ QT × QT , {(Xj ,Yj)} ⊂ Sn × Sn, and {ϕj} ⊂787

C2(QT ×QT ) such that (4.4) holds, with −v in place of v.788

For any j ∈ N, we recall by (4.4) that789

max
QT×QT

(w − ϕj) = (w − ϕj)(θj , ζj),

(Dθϕj(θj , ζj),Xj) ∈ J2,+u(θj),

− (Dζϕj(θj , ζj),Yj) ∈ J2,−v(ζj),

790

and write791

θj = (xj , yj , tj) ∈ Rd × S+d × (0, T ), ζj = (ξj , ηj , τj) ∈ Rd × S+d × (0, T ),

Dθϕj(θj , ζj) = pj , Dζϕj(θj , ζj) = qj ,
792

to obtain793

(5.10)

{
min{F (yj , pj ,Xj)− Ju(xj , yj , tj) + γ, (u− h)(xj , yj , tj)} ≤ 0,

min{F (ηj ,−qj ,−Yj)− Jv(ξj , ηj , τj), (v − h)(ξj , ηj , τj)} ≥ 0.
794

By (4.4), we also have795

(5.11) lim
j→∞

(θj , ζj) = (θ̂, ζ̂), lim
j→∞

ϕj = ϕε in C2(U × V ),796

and hence, by the semicontinuities of u, v, w,797

(w − ϕε)(θ̂, ζ̂) ≥ lim sup
j→∞

u(θj)− lim inf
j→∞

v(ζj)− lim
j→∞

ϕj(θj , ζj) ≥ lim sup
j→∞

(w − ϕj)(θj , ζj)

≥ lim inf
j→∞

(w − ϕj)(θj , ζj) ≥ lim inf
j→∞

max
QT×QT

(w − ϕj).
798
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Moreover, since799

max
QT×QT

(w − ϕj) ≥ (w − ϕj)(θ, ζ) for all θ, ζ ∈ QT , j ∈ N,800

we infer that801

(5.12)


(w − ϕε)(θ̂, ζ̂) = max

QT×QT

(w − ϕε) = lim
j→∞

(w − ϕj)(θj , ζj),

u(θ̂) = lim
j→∞

u(θj), v(ζ̂) = lim
j→∞

v(ζj).
802

These observations and (5.7) allow us to assume by relabeling θj , ζj and so on if necessary803

that for all j ∈ N,804

(u− h)(xj , yj , tj) > (v − h)(ξj , ηj , τj).805

This and (5.10) together yield806

(5.13) F (yj , pj ,Xj)− Ju(xj , yj , tj) + γ ≤ 0 ≤ F (ηj ,−qj ,−Yj)− Jv(ξj , ηj , τj) for all j ∈ N.807

It follows from the inequalities above and the fact that the function w−ϕj takes a maximum808

at (θj , ζj) that the functions z 7→ u(xj , yj + z, tj) − u(xj , yj , tj) and z 7→ v(ξj , ηj + z, τj) −809

v(ξj , ηj , τj) are integrable with respect to the measure ν.810

Next, thanks to the inequality811

−Eλ ≤
(
Xj 0
0 Yj

)
≤ D2ϕj(θj , ζj),812

together with the convergence813

lim
j→∞

(θj , ζj) = (θ̂, ζ̂), lim
j→∞

ϕj = ϕε in C2(QT ×QT ),814

we see that the sequence {Xj ,Yj} is bounded in Sn×Sn and, hence, we may assume by passing815

to a subsequence if necessary that for some (Xαβ,Yαβ) ∈ Sn × Sn,816

lim
j→∞

(Xj ,Yj) = (Xαβ,Yαβ).817

Moreover, from the matrix inequality above, we get818

(5.14) − Eλ ≤
(
Xαβ 0

0 Yαβ

)
≤ D2ϕε(θ̂, ζ̂) = Aε.819

Sending j →∞ and using Lemma 5.3, we get from (5.13)820

(5.15) F (yαβ, pαβ,Xαβ)−Ju(xαβ, yαβ, tαβ)+γ ≤ 0 ≤ F (ηαβ,−qαβ,−Yαβ)−Jv(ξαβ, ηαβ, ταβ),821

where pαβ := Dθϕ(xαβ, yαβ, tαβ, ξαβ, ηαβ, sαβ) and qαβ := Dζϕ(xαβ, yαβ, tαβ, ξαβ, ηαβ, sαβ).822

We remark that, in the application of Lemma 5.3 here, we have used the fact that for all823

z ∈ S+d ,824

lim sup
j→∞

(u(xj , yj + z, tj)− u(xj , yj , tj)) ≤ u(xαβ, yαβ + z, tαβ)− u(xαβ, yαβ, tαβ),

lim inf
j→∞

(v(ξj , ηj + z, τj)− v(ξj , ηj , τj)) ≥ v(ξαβ, ηαβ + z, ταβ)− v(ξαβ, ηαβ, ταβ),
825
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which are consequences of (5.11), (5.12) and the upper semicontinuity of u,−v.826

4. We are going to show that (5.15), together with (5.14) and (5.5), yields a desired conclu-827

sion. We denote by Xαβ and Yαβ the first d×d block of Xαβ and Yαβ, respectively. Computing828

the quadratic forms associated with the matrices appearing in (5.14) at (ξ, 0, η, 0) ∈ R2n, where829

ξ, η ∈ Rd, we deduce from (5.14), (5.8) and (5.9) that830

−6αI2d ≤
(
Xαβ 0

0 Yαβ

)
≤ 6α

(
Id −Id
−Id Id

)
.831

From this, we may assume by passing to a subsequence if necessary that for each k ∈ N, as832

m→∞, {(Xαkβm , Yαkβm)} converges to some (Xk, Yk) in Sd×Sd. From the inequality above,833

we get834

−6αkI2d ≤
(
Xk 0
0 Yk

)
≤ 6αk

(
Id −Id
−Id Id

)
,835

which yields836

(5.16) Xk + Yk ≤ 0.837

From (5.5), we see that for some (x̄k, ȳk, t̄k) ∈ QT , ξ̄k ∈ Rd,838

(5.17)

 lim
m→∞

(xαkβm , yαkβm , tαkβm , ξαkβm , ηαkβm , ταkβm) = (x̄k, ȳk, t̄k, ξ̄k, ȳk, t̄k),

lim
m→∞

βm||yαkβm − ηαkβm ||
2 = 0.

839

Note that840

pαβ = Dθϕ(θ̂, ζ̂) = 2(α(xαβ − ξαβ), β(yαβ − ηαβ), β(tαβ − ταβ)),

qαβ = Dζϕ(θ̂, ζ̂) = −2(α(xαβ − ξαβ), β(yαβ − ηαβ), β(tαβ − ταβ)),

F (yαβ, pαβ,Xαβ) = −2β(tαβ − ταβ)− 1

2
〈yαβ, Xαβ〉 − α〈π(yαβ), xαβ − ξαβ〉

− 2β〈Ayαβ + yαβA
∗ + b0, yαβ − ηαβ〉,

F (ηαβ,−qαβ,−Yαβ) = −2β(tαβ − ταβ)− 1

2
〈ηαβ,−Yαβ〉 − α〈π(ηαβ), xαβ − ξαβ〉

− 2β〈Aηαβ + ηαβA
∗ + b0, yαβ − ηαβ〉.

841

Combine the last two equalities above, to obtain842

(5.18)

F (ηαβ,− qαβ,−Yαβ)− F (yαβ, pαβ,Xαβ)

≤ 1

2
〈yαβ, Xαβ〉+

1

2
〈ηαβ, Yαβ〉+ α〈π(yαβ − ηαβ), xαβ − ξαβ〉

+ 2β〈A(yαβ − ηαβ) + (yαβ − ηαβ)A∗, yαβ − ηαβ〉

≤ 1

2
〈yαβ, Xαβ〉+

1

2
〈ηαβ, Yαβ〉+ α〈π(yαβ − ηαβ), xαβ − ξαβ〉

+ 4β||A||||yαβ − ηαβ||2.

843
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We may regard ϕ as a function on Rd ×Md(R)× R having the property:844

ϕ(θ + θ′, ζ + θ′) = ϕ(θ, ζ) for all θ, θ′, ζ ∈ Rd ×Md(R)× R.845

The function ϕε(θ, ζ) = ϕ(θ, ζ) + 2ϕ(θ− θ̂, ζ − ζ̂) inherits the above invariance property. Now846

that for all θ, ζ ∈ QT ,847

u(θ)− v(ζ) ≤ u(θ̂)− v(ζ̂) + ϕε(θ, ζ)− ϕε(θ̂, ζ̂)848

by (5.12), we obtain for all z ∈ S+d ,849

u(xαβ, yαβ + z, tαβ)− u(xαβ, yαβ, tαβ) ≤ v(ξαβ, ηαβ + z, ταβ)− v(ξαβ, ηαβ, ταβ),850

which implies851

Ju(xαβ, yαβ, tαβ) ≤ Jv(ξαβ, ηαβ, ταβ).852

Combining this, (5.17) and (5.18), we obtain853

γ ≤ 1

2
〈yαβ, Xαβ〉+

1

2
〈ηαβ, Yαβ〉+ α〈π(yαβ − ηαβ), xαβ − ξαβ〉+ 4β|A|||yαβ − ηαβ||2.854

Since α = αk and β = βm in the above, sending m → ∞ and using (5.17) and (5.16), we855

obtain from the above856

γ ≤ 1

2
〈ȳk, Xk + Yk〉 ≤ 0.857

This is a contradiction, which completes the proof.858

6. Payoff function with polynomial growth. In this section we extend our result stated859

in Corollary 5.2 to the case when the payoff function h has a polynomial growth of order less860

than λ and establish the following theorem.861

Theorem 6.1. Let 0 ≤ κ < λ. Assume that h ∈ C(QT )∩Vκ. Then, u0 given by (1.5) belongs862

to C(QT ) ∩ Vκ and is a unique viscosity solution of (1.6) satisfying u0(x, y, T ) = h(x, y, T )863

for all (x, y) ∈ Rd × S+d . The uniqueness holds in the class C(QT ) ∩ Vκ.864

Before the proof, we give the following stability lemma, which is similar to the standard865

stability results [12, Sect. 6], [2, Sect. 3].866

Lemma 6.2. Let {vj}j∈N, {gj}j∈N ⊂ C(QT ) ∩ Vλ. Assume that for some constant C > 0,867

(6.1) |vj(x, y, t)| ≤ C(1 + |x|+ ||y||)λ for all (x, y, t) ∈ QT ,868

and that for some functions v, g ∈ C(QT ) ∩ Vλ, {vj} and {gj} converge to, respectively, v869

and g locally uniformly on QT . Assume that for every j ∈ N, vj is a viscosity solution of870

(1.6), with gj in place of h, that satisfies the terminal condition vj(x, y, T ) = gj(x, y, T ) for871

all (x, y) ∈ Rd × S+d . Then, v is a viscosity solution of (1.6), with g in place of h, satisfying872

v(x, y, T ) = g(x, y, T ) for all (x, y) ∈ Rd × S+d .873
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Proof. By the assumed convergence, we see immediately that v(x, y, T ) = g(x, y, T ) for874

all (x, y) ∈ Rd × S+d . We only need to prove the viscosity property of v. We present here875

the proof of the supersolution property of v, and leave it to the reader to check that v is a876

subsolution of (1.6) with h = g.877

Fix θ0 = (x0, y0, t0) ∈ QT and let (p,X ) ∈ J2,−v(θ0). Fix a compact neighborhood878

K ⊂ QT of θ0 and choose a function φ ∈ C2(K) so that v − φ takes a strict minimum on879

K at θ0 and (p,X ) = (Dφ(θ0), D
2φ(θ0)). (The existence of such a function is a standard880

observation.) Let θj = (xj , yj , tj) ∈ K be a minimum point of vj − φ on K. Since {vj}881

converges to v in C(K), we see that limj→∞ θj = θ0. By relabelling the sequence {(vj , gj , θj)}882

if necessary, we may assume that for every j ∈ N, θj is an interior point of K.883

Noting that (Dφ(θj), D
2φ(θj)) ∈ J2,−vj(θj) and invoking Definition 3.5, we get884

min{F (yj , Dφ(θj), D
2φ(θj))− Jvj(θj), (vj − gj)(θj)} ≥ 0 for all j ∈ N.885

It is clear that886

lim
j→∞

F (yj , Dφ(θj), D
2φ(θj)) = F (y0, Dφ(θ0), D

2φ(θ0)) = F (y0, p,X ),887

and limj→∞(vj − gj)(θj) = (v − g)(θ0). By Lemma 5.3, we find that888

lim inf
j→∞

Jvj(θj) ≥
∫
S+d

lim inf
j→∞

(vj(xj , yj + z, tj)− vj(xj , yj , tj))ν(dz)

=

∫
S+d

(v(x0, y0 + z, t0)− vj(x0, y0, t0))ν(dz) = Jv(θ0).

889

Thus, we obtain890

min{F (y0, p,X )− Jv(θ0), (v − g)(θ0)} ≥ 0.891

In light of Definition 3.5, we deduce that v is a viscosity supersolution of (1.6) with h = g.892

Proof of Theorem 6.1. Once it is proved that u0 ∈ C(QT ) ∩ Vκ and u0 is a viscosity893

solution of (1.6) satisfying the terminal condition, then the uniqueness is immediate from894

Theorem 5.1.895

To show that u0 ∈ Vκ, we recall some of the results in Lemma 2.1: there is a constant896

C0 > 0 such that897

(6.2) E sup
0≤s≤T

(1 + |Xx,y
s |+ ||Y y

s ||)λ ≤ C0(1 + |x|+ ||y||)λ for all (x, y) ∈ Rd × S+d .898

By assumption, we have for some constant C1 > 0,899

(6.3) |h(x, y, t)| ≤ C1(1 + |x|+ ||y||)κ for all (x, y, t) ∈ QT .900

It is then straightforward to see that901

|u0(x, y, t)| ≤ C1 sup
τ∈TT−t

E(1 + |Xx,y
τ |+ ||Y y

τ ||)κ ≤ C0C1(1 + |x|+ ||y||)κ for all (x, y, t) ∈ QT .902
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By the definition of u0, it is clear that u0(x, y, T ) = h(x, y, T ) for all (x, y) ∈ Rd × S+d .903

Next, we prove that u0 ∈ C(QT ). For this, we select a sequence of bounded Lipschitz904

continuous functions hj ∈ C(QT ), with j ∈ N, such that for some constant C2 > 0,905

hj(x, y, t)→ h(x, y, t) locally uniformly on QT ,(6.4)906

|hj(x, y, t)| ≤ C2(1 + |x|+ ||y||)κ for all (x, y, t) ∈ QT .(6.5)907908

We define uj : QT → R by909

uj(x, y, t) = sup
τ∈TT−t

Ehj(X
x,y
τ , Y y

τ , t+ τ).910

By Corollary 5.2, we know that uj is in V0 ∩ C(QT ) and a unique viscosity solution of (1.6)911

satisfying uj(x, y, T ) = hj(x, y, T ) for (x, y) ∈ Rd × S+d .912

We show that for any compact subset K of Rd × S+d , as j →∞,913

(6.6) uj(x, y, t)→ u0(x, y, t) uniformly on K × [0, T ].914

This convergence assertion proves that u0 ∈ C(QT ).915

To check the above convergence of {uj}, fix any compact K ⊂ Rd×S+d . Define gj : QT → R916

by gj = hj − h. By (6.3), (6.5), setting C3 = C1 + C2, we have917

|gj(x, y, t)| ≤ C3(1 + |x|+ ||y||)κ for all (x, y, t) ∈ QT .918

By (6.2), there is a constant CK > 0 such that919

E sup
0≤t≤T

(1 + |Xx,y
t |+ ||Y

y
t ||)λ ≤ CK for all (x, y) ∈ K.920

The above two inequalities imply that the family of random variables gj(X
x,y
τ , Y y

τ , t+ τ), with921

(x, y) ∈ K and τ ∈ TT , is uniformly integrable. Thus, by the inequality922

|Ehj(Xx,y
τ , Y y

τ , t+ τ)−Eh(Xx,y
τ , Y y

τ , t+ τ)| ≤ E |gj(Xx,y
τ , Y y

τ , t+ τ)|923

and (6.4), we conclude the required convergence.924

Now, Lemma 6.2 combined with (6.6) assures that u0 ∈ C(QT ) is a viscosity solution of925

(1.6) with the terminal condition h. The proof is complete.926
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