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ABSTRACT

This paper proposes a new NLMS (normalized LMS)
adaptive algorithm for an acoustic echo canceller with double
the convergence speed but the same computational load as
the conventional NLMS. This algorithm, called the ES (Expo-
nential Step) algorithm, implements a different value of step
gain (feedback factor) for each tap coefficient of a canceller.
These step gains are weighted exponentially along the series
by the same exponential ratio as the expected variation in a
room impulse response. This algorithm is implemented in a
commercial subband echo canceller and its superiority to the
conventional algorithm is demonstrated.

1. INTRODUCTION

In teleconferencing and hands-free telephony, acoustic
feedback is a very annoying problem. An acoustic echo can-
celler is a key technology to overcome this problem. The
echo canceller identifies the impulse response between a loud-
speaker and a microphone to produce an echo replica which
is then subtracted from the real echo.

Recursive LS algorithm and lattice filter are recent top-
ics in adaptive algorithms. These methods converge faster
than the LMS algorithm [1] and NLMS (normalized LMS)
algorithm [2], but require excessive computation. On the
other hand, LMS and NLMS require few computations, and
are, therefore, widely applied for acoustic echo cancellers [3].
However, there is a strong need to improve the convergence
speed of LMS/NLMS.

In LMS/NLMS, the step gain (feedback factor) in ma-
trix form has been introduced [4,5] to obtain both high con-
vergence speed and high ERLE (Echo Return Loss Enhance-
ment). However, convergence speed is limited to the maxi-
mum speed that is attained by setting step gain matrix el-
ements to 1/2\mqee for LMS and to unity for NLMS, where
Amaz is the maximum eigenvalue of the input autocorrelation
matrix.

Knowledge of the room impulse response is rarely used
in the conventional LMS/NLMS. An adaptive algorithm suit-
able for the variation characteristics of an acoustic echo path
is expected to improve convergence performance. In this
study, the room impulse response was measured repeatedly,
and the impulse response variation was studied to deter-
mine the statistics of variation in the room impulse response.
Based on the results, a new NLMS algorithm called the ES
(Exponential Step) algorithm is proposed which has double

the convergence speed but the same computational load as
the conventional NLMS.

2. CONVENTIONAL ACOUSTIC ECHO
CANCELLER ALGORITHM

2.1 Configuration of an acoustic echo canceller

A configuration of an acoustic echo canceller is shown
in Fig. 1. The echo canceller identifies the impulse response
h(k) between a loudspeaker and a microphone. Since the
impulse response varies as a person moves and varies with
the surrounding environment, an adaptive FIR (Finite Im-
pulse Response) filter hi(k) is used to identify h(k). An echo
replica §i(k) is created by convoluting hi(k) with the received
input X(k). The echo replica §(k) is then subtracted from
the real echo y(k) to give the residual echo e(k). n(k) rep-
resents the ambient noise. The adaptive FIR filter fl(lc) is
updated to minimize the square of the residual echo in ev-
ery sampling interval. An echo canceller algorithm should

provide real time operation, fast convergence speed and high
ERLE.

2.2 Conventional NLMS adaptive algorithm
The conventional NLMS is expressed by the equation

b 1) — k) 4 o (8)
h(k+1)=h(k) + TX(k) II2X(Ic) (1)
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Fig. 1 Configuration of an acoustic echo canceller.
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where . N

h(k) = (ha(k), ha(k), -, ho (k)T

hi(k)(i = 1,---, L): tap coefficients of a canceller,

L: number of taps,

a: step gain (scalar, 0 < @ < 2),

e(k) = y(k) — §(k) + n(k): residual echo,

X(k) = (z(k),z(k — 1),---,2(k — L 4+ 1))7: received input,
|| X || : norm of X.

In the conventional NLMS, convergence speed is fastest
at a = 1, and it becomes slower and ERLE becomes higher
as « becomes smaller.

3. NEW ADAPTIVE ALGORITHM

3.1 Variation in a room impulse response

The impulse response in a room varies for many rea-
sons. Here, as one example and to simulate teleconferencing,
we will discuss the case where three seated participants move
in front of the microphone. Twenty-one impulse responses
IR; (: =1,---,21) were measured in a conference room with
a reverberation time of 280 ms. The speaker-microphone dis-
tance was 1 m. Two of these waveforms IR; and IR, (i # j),
a variation (IR;—IR;) and its standard deviation ¢ are shown
in Fig. 2(a). The reverberent energy decay curves [6] of IR,
IR;, IR;—IR, and o are shown in Fig. 2(b). Figure 2 shows
that impulse responses attenuate exponentially, and that the
variation in these impulse responses attenuates by the same
exponential ratio.

3.2 ES (Exponential Step) algorithm

Because of the variation characteristics of a room im-
pulse response, the expected error in each coefficient becomes
progressively smaller along the series by the same exponential
ratio as the impulse response. Incorporating this knowledge
into the conventional NLMS, we propose to update coeffi-
cients with large errors in large steps and coefficients with
small errors in small steps. For this purpose, a step gain
matrix A in a diagonal form is introduced,

[¢7} 0

[£%)

(2
0 oy
where elements o; decrease in value exponentially from o
to oy with the same ratio as the impulse response. The
new adaptive algorithm, called the ES (Exponential Step)
algorithm, is expressed as

e(k)

Bk + 1) = B(k) + A i

X(k). ®)

4. DISCUSSION

In this section, convergence characteristics of the pro-
posed algorithm are discussed. A room impulse response is
assumed to change at time k = 0, and h(0) = hy

hy (k< 0)

m“={m (k> 0).
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Fig. 2 Variation characteristics of a room impulse re-
sponse. IR; and IR; are impulse responses. o is
the standard deviation of the variation (IR;—IR;)
(3,5 =1,-+,21) in a impulse response. Reverber-
ation time at 500 Hz is 280 ms.

4.1 Coefficient error transition
Coefficient error vector V(k) is defined as
V(k) = ho — h(k). 4)

Then, using equations (3), (4) and e(k) = V(k)TX(k) + n(k)

o VOTX()
Vk+1) = V(k) X0 | A X(k)
__ nlk)
T it X ©
Here, following conditions are assumed.
D BLG) ={ 5 (127
2) V(k) and X(k) are independent,
3) E[z(k)/ || X(k) II”] = E[z(k)]/ E [l X(k) [I%] -



Then, the mean-square of the i-th component of V(k) is de-
rived as

E [Vi(k +1)%] = bi(k + 1)

= bi(k)? - 2%@(10)2 + %LZE b;(k)? + z—zp,. (6)
where b;(k)? = E[ Vi(k)?] and p, = E[n(k)?.

Assuming that p, can be neglected, equation (6) is
rewritten in a matrix formula as

b(k +1) = Q b(k) (7)

where
b(k) = [bl(k)Qr T bL(k)Z]T
(Q);; = (1- (Ot-'/L))2 (’ =])
Y (/L) (1#7)
Equations (6) and (7) give the transition formula of the
mean-square coefficient error in the convergence process of
the proposed algorithm.

4.2 Formula of @ ;

The optimum step gain elements a; which minimize
E[V(k+1)TV(k+1)] = T, b;(k +1)? can be derived from
equation (6). When p, can be neglected, they are

L (k2
B Zf:l bj(k)z

This indicates that each step gain element should be propor-
tional to the mean-square error of the corresponding coeffi-
cient.

Although {b;(k)?,---,br(k)?} has the exponential de-
cay characteristic of the room impulse response variation at
k =0, it changes as the algorithm proceeds to converge. This
means that b;(k)? should be estimated and «; should be ad-
justed for each step of k. Here, time invariant step gain is
considered for practical usage.

o

(i=1,---,L). (8)

number of filter taps: 3840
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Fig. 3 Comparison of convergence characteristics for
various step gain elements (@, ---,ay). Here,
a; = b;(0)° corresponds to the conventional NLMS
and b;(0) represents the standard deviation of

the impulse response variation.

Convergence characteristics are calculated using equa-
tion (7) for various exponential step gains o; = b;(0)" with a
parameter r. Here, a; = b;(0)° = 1 corresponds to the the
conventional NLMS with scalar step gain @ = 1 which re-
sults in the maximum convergence speed in the conventional
NLMS. The results shown in Fig. 3 indicate that the best
convergence speed is attained when «; are set proportional
to b;(0) (r =1).

4.3 Convergence condition

When the maximum squared eigenvalue A2, of Q in
equation (7) is less than unity, the proposed algorithm con-
verges. Many practical calculations of A2, and simulation
results indicate that the convergence condition is satisfied

when

]L
0<a==Y <2 (9)
L4

4.4 Steady-state ERLE

The steady-state ERLE can be calculated by setting
b;(k+1)% = b;(k)? and summing b;(k + 1)? in equation (6) for
all 4. The results are expressed by the following equation.

2
ERLE,=SN+ 10 log(gfl)(dB) (10)

where E R L E o= 10 log(p,/p.), S N= 10 log(py/p.),

py = E[y(k)*] and p, = E[e(k)?].

Equation (10) is the same formula as the equation of
the steady-state ERLE in the conventional NLMS with o
replaced by &.

This exponentially attenuating step gain can be applied
to other LMS type algorithms.

5. PRACTICAL MODIFICATION

In a practical system constructed with multiple DSP
(Digital Signal Processor) chips, step gain o is set in dis-
crete steps with one constant value per DSP chip as shown
in Fig. 4. This practical modification allows the proposed
algorithm to have the same computational load as the con-
ventional NLMS.

@i exponential decay curve

A max
“
\ discrete steps with
- Y one constant value
= per DSP chip
A min

Tap number

Fig. 4 Step gain element o; of matrix A when o; is set
in discrete steps with one constant value per
DSP chip.



6. REAL TIME EXPERIMENTS

The proposed algorithm was implemented in a commer-

cial acoustic echo canceller constructed with multiple DSP

_ chips [7], and real-time experiments were performed. The
7-kHz frequency range was separated into two bands by the
subband technique. The sampling frequency was 8 kHz in
each band. The specifications of each band are shown in
Table 1. For real-time operation, a; was set to oy_256=2.5,
Qgs7—512=1.5 and as13-155:=0.3. The speaker-microphone dis-
tance was 2.5 m and reverberation time of the conference
room was 300 ms.

Figure 5 shows the results of the real-time experiments
on residual echo level convergence performance. When using
a white noise input signal (Fig. 5(a)), the residual echo level
decayed to —20 dB at triple the speed of the maximum speed
(@ =1.0) for the conventional NLMS. When using a speech
input signal (Fig. 5(b)), the residual echo level decayed to
—20 dB at double the speed of the maximum speed (a =1.0)
for the conventional NLMS. ERLE was over 30 dB in the 7-
kHz frequency range.

7. CONCLUSION

A new NLMS (normalized LMS) adaptive algorithm,
called the ES (Exponential Step) algorithm, for an acoustic
echo canceller has been developed. In this algorithm, each tap
coefficient of a canceller is adjusted by a different value of step
gain. These step gain values a; are determined proportionally
to the expected variation in a room impulse response. This
algorithm only requires the same computational load as the
conventional NLMS by modifying o; in a practical multiple
DSP structure. Convergence study indicates that the mean
value of step gain elements decides the convergence condi-
tion and the steady-state ERLE and that some individual
step gain elements can exceed the value 2. This algorithm
has been implemented in a commercial subband echo can-
celler constructed with multiple DSP chips. Experiments in
a conference room show that this algorithm converges faster
than the conventional NLMS: triple the speed for a white
noise signal and double the speed for a speech signal.
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Table 1 The specifications of experimental setup.

band | frequency range | number of taps | delay processing time
lower 0.15-4 kHz 3840 taps 480 ms

higher 4-7 kHz 1792 taps 224 ms

sampling frequency: 8 kHz
& number of filter taps: 3840(0.15— 4 kHz band)
= 0 1792(4 —TkHz band)
2 *.
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(b) Input signal: speech (male)

Fig. 5 Real time experimental results on convergence
performance using a commercial subband echo
canceller constructed with multiple DSP chips.
Room reverberation time at 500 Hz is 300 ms.
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